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ABSTRACT
Over the last decade, considerable interest has been gen-

erated in building and manipulating nanoscale structures. Ap-
plications of nanomanipulation include study of nanoparticles,
molecules, DNA and viruses, and bottom-up nanoassembly.
We propose a Nanomanipulation System using the Zyvex S100
nanomanipulator, which operates within a scanning electron mi-
croscope (SEM), as its primary component. The primary advan-
tage of the S100 setup over standard scanning probe microscopy
based nanomanipulators is the ability to see the object during
manipulation. Relying on visual feedback alone to control the
nanomanipulator is not preferable due to perceptual limitations
of depth and contact within the SEM. To improve operator per-
formance over visual feedback alone, an impedance-controlled
bilateral teleoperation setup is envisioned. Lack of on-board
force sensors on the S100 system is the primary hindrance in
the realization of the proposed architecture. In this paper, we
present a computer vision based force sensing scheme. The ad-
vantages of this sensing strategy include its low cost and lack of
requirement of hardware modification(s). Force sensing is imple-
mented using an atomic force microscopy (AFM) probe attached
to the S100 end-effector. Deformation of the cantilever probe is
monitored using a Hough transform based algorithm. These de-
formations are mapped to corresponding end-effector forces fol-
lowing the Euler-Bernoulli beam mechanics model. The forces
thus sensed can be used to provide force-feedback to the opera-
tor through a master manipulator.

∗Address all correspondence to this author.

NOMENCLATURE
x in plane horizontal axis
y in plane vertical axis
z out of plane axis
s distance along the beam from point P0 to P1

ρ(s) curvature at s
r(s) radius of curvature at s
φ(s) beam angle at s with respect to the x-axis
M(s) moment at s
E modulus of elasticity of the beam
I moment of inertia of the beam about the z-axis
F external transverse force at point P1

L length of the beam
Δ change in projected beam length
δ vertical deflection of the beam at point P1

INTRODUCTION
Over the last decade, considerable interest has been gen-

erated in building and manipulating nanoscale structures and
objects. Experiments have been conducted to interact with
nanoparticles, molecules, DNA and viruses [1–4], measurement
of mechanical properties of carbon nanotubes [5] and bottom-up
nanoassembly [6, 7]. Nanomanipulation refers to the use of ex-
ternal forces for controlled positioning or assembly of nano-scale
objects in 2-D or 3-D through cutting, drilling, twisting, bend-
ing, pick-and-place, push and pull kind of tasks [8]. Figure 1
depicts some basic mechanical manipulation tasks that can be
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Figure 1. Possible nanomanipulation tasks using an AFM cantilever:

Pushing, Cutting, Surface Exploration and Indentation. Adopted from [13].

performed at nano-scale using an AFM cantilever. Due to limita-
tions in current understanding of nano-scale phenomenon, nano-
manipulation systems are typically implemented using a teler-
obotic setup [9–12]. Figure 2 shows the setup of the proposed
nanomanipulation system. The human operator commands a
slave robot through the master robotic interface. During manip-
ulation, the operator may be provided force or visual feedback,
from the environment, or both. Visual feedback is useful for lo-
cating the objects of interest, whereas haptic feedback plays an
important role in contact and depth perception.

Nanomanipulation Systems
Several research efforts have focused on development of

Scanning Probe Microscopes (SPMs) for nanomanipulation sys-
tems [2, 11, 12, 14]. These systems are generally restricted to
two dimensions with a very limited third dimension. Using a
Scanning Tunneling Microscope (STM) probe, manipulation of
atoms or molecules can be achieved by applying voltage pulses
between the probe and the surface of the sample. This was
first achieved by Eigler and Schweitzer in 1990 [14]. Sitti and
Hashimoto [11] present the design of an AFM based telerobotic
nanomanipulation system. They successfully positioned latex
particles with 242- and 484-nm radii on Si substrates, with 30 nm
accuracy, using an AFM cantilever as a manipulator. They adopt
a two stage manipulation strategy. First, the image of the par-
ticles is obtained using AFM tapping-mode. Then the parti-
cle is pushed by moving the substrate with a constant veloc-
ity. A virtual reality interface including 3D projection display
and force feedback for SPM based manipulation, known as the
nanoManipulator, is presented in [2, 12]. In SPM-based nano-
manipulation systems, such as these, there is no real-time visual
feedback from the environment. Following their experience with
the nanoManipulator, Guthold et al. [2] report, “Force feedback
has proved essential to finding the right spot to start a modifi-
cation, finding the path along which to modify, and providing

SPM-based

Nanomanipulators

Nanorobotic

Manipulation Systems

System Description
Modified SPM

(AFM/STM) System

Robotic System

Operate within SEM/TEM

Number of Probes 1 Multiple Independent Probes

Image Resolution < 1 nm ∼ 5 nm

Position Accuracy < 1 nm 5-10 nm

Visual Feedback

during Manipulation
No Yes

Haptic Feedback

during Manipulation
Yes Some Systems

Force/Position Sensing Yes Some Systems

Biological Sample

Manipulation
AFM-based Systems No

Table 1. SPM vs. SEM/TEM-based nanomanipulation systems

a subtler touch than would be permitted by the standard scan-
modify-scan experiment cycle.” Hence, haptic feedback is criti-
cal in these nanomanipulation systems.

As compared to the SPM-based nanomanipulation systems,
Scanning Electron Microscopy (SEM) or Transmission Electron
Microscopy (TEM) based systems provide real-time visual feed-
back from the nanoscale environment. Dong et al. [15] present a
16 degree of freedom (DOF) nanorobotic manipulator that oper-
ates inside a Field Emission Scanning Electron Microscope (FE-
SEM). Their system supports up to four end-effectors and has
a workspace of 18mm× 18mm× 18mm. The relatively large
workspace, multiple end-effectors, and large number of DOFs
allow complex operations with such a 3-D nanorobotic ma-
nipulator. The authors report nanorobotic manipulation to be
more effective in constructing complex nanostructures than self-
assembly and SPM-based systems. These systems, however, are
restricted to operate in vacuum.

A comparison of SPM-based systems with SEM/TEM based
systems is presented in Table 1. The primary limitation of SPM
based systems is their inability to image and manipulate simul-
taneously. Due to drift and hysteresis, the position of tip relative
to the sample may change over time. Hence, during manipula-
tion, the user relies only upon haptic feedback. SEM/TEM-based
systems on the other hand, provide real-time visual feedback but
present challenges in force sensing. The nanorobotic manipula-
tion systems provide a larger workspace for operation than SPM-
based systems, but cannot match the position resolution of SPMs.
AFMs can also operate in liquids, making them particularly suit-
able for biological applications.

Force Feedback for Nanomanipulation
Haptic feedback has been reported to be critical for nano-

manipulation [2]. This is especially true for SPM-based systems,
where no real-time visual feedback is available during manipula-
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Figure 2. Typical nanomanipulation setup: A human operator commands the slave nanomanipulator. Force feedback to the operator may or may not be

provided.

tion. Nanorobotic manipulators that operate inside SEM/TEMs
can also benefit from incorporation of haptic feedback as it helps
improve sensation of contact. Nanoscale objects could be frag-
ile and force feedback helps the user apply controlled forces for
manipulation.

Various methods of force feedback have been used for SPM-
based systems. An AFM cantilever can be used as a nano-
scale force sensor. Using an optical detection system, coupled
normal and frictional forces can be sensed inside an AFM [9].
Piezoresistive force sensors can be incorporated into the AFM
probe during fabrication to provide a compact manipulation sys-
tem [10, 16]. The STM-based nanomanipulator presented by
Taylor et al. [12] provides feedback of surface topography dur-
ing manipulation using virtual springs. In later work [2], the
authors report that regions of high and low friction can also be
represented as high or low regions topologically.

Force sensing in nanorobotic systems that operate inside
SEM/TEMs is more challenging. Arai et al. present a carbon
nanotube based pico-Newton level force sensor [17, 18]. The
nanotubes are attached to an AFM cantilever and their deforma-
tion is measured from SEM images. We are, however, not aware
of any use of this information for force feedback. The range of
this carbon nanotube based sensor is limited to pico-Newton lev-
els. In addition, the nanotube may not be the ideal end-effector
for general purpose nanomanipulation due to its high length-
diameter ratio. Hence, there is a need for improved force sensors
for such systems.

This paper presents a vision-based force sensing scheme for
the proposed nanomanipulation system, which is a nanorobotic
manipulation system that operates inside an SEM. An AFM can-
tilever is used as the end-effector and visually tracked to measure
its deformation. The work is motivated from similar work by
Greminger and Nelson [19], who use visual template matching

for tracking of a micro-cantilever to sense nano-newton forces
at the micro level. Their approach of template matching, how-
ever, is not suitable for our application of nanomanipulation due
to variable occlusion of the cantilever and loss of coherence in
consecutive frames, due to the nature of implementation of the
magnification functionality in the Environmental SEM (ESEM).
Hence, a global search strategy is proposed that can be used for
force sensing directly or to find a suitable point of initialization
for subsequent template matching.

The rest of the paper is organized as follows. The follow-
ing section describes the proposed nanomanipulation system fol-
lowing which the proposed vision-based force sensing method is
discussed in detail. Thereafter, Preliminary experimental results
that demonstrate the proposed force sensing algorithm, are also
presented and discussed.

SYSTEM DESCRIPTION
Figure 3 depicts the overall setup of the proposed nano-

manipulation system. The central component of the Rice Nano-
manipulation System is the commercially available Zyvex S100
nano-manipulator (Zyvex Inc.). The S100 nanomanipulator sys-
tem has a joystick based user interface that provides no haptic
feedback to the user. Instead, the manipulator is designed to
work inside a Scanning Electron Microscope and the user can
see the object being manipulated. We have interfaced the S100
manipulator with a commercially available PHANToM haptic
interface (Sensable Inc.), replacing the standard joystick. A
vision-based force sensing scheme is proposed to estimate con-
tact forces during manipulation. These sensed forces will then be
scaled and reflected back to the user through the PHANToM in-
terface. The incorporation of haptic feedback is expected to im-
prove user perception of contact and manipulation performance.

The Zyvex S100 nanomanipulator comprises of four piezo-
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Figure 3. Overview of the proposed nanomanipulation system. The green block arrows depict the pathway for the control of the nanomanipulator. Blue

block arrows correspond to force sensing subsystem, while the force feedback subsystem is shown using red block arrows. Text in black describes the

information being transferred.

actuated positioners with coarse as well as fine motion stages.
The motion-stages can move the positioners in a 3-D workspace
of 12mm× 12mm× 12mm. Detachable end-effector plugs are
used to change the effectors mounted onto each positioner. This
entire assembly operates under an scanning electron microscope.
The ability to see the object being manipulated is a major advan-
tage of the S100 setup over standard SPM based nanomanipula-
tors. The presence of four end-effectors also expands the set of
experiments that can be conducted with the system. The S100 is
controlled using open loop rate control and can achieve up to +/-
5nm of accuracy in positioning. The primary disadvantage of the
S100 system is the lack of sensory components. The SEM based
imaging can provide position information at a rate of 60Hz, but
the position sensing resolution is limited by image quality.

The PHANToM is used to command the nanomanipulator in
a similar fashion as the original joystick, i.e, position of PHAN-
ToM end-effector is mapped to positioner velocity. A National
Instruments NI-6034E Data Acquisition card is used to send
PHANToM position information to the nanomanipulator con-
troller. In order to provide a zero reference position to the op-
erator, the PHANToM end-effector is constrained about its ori-
gin with three soft virtual springs. Any feedback from the en-
vironment is overlayed on top of these virtual springs. In order
to measure forces during manipulation, an atomic force micro-
scope (AFM) probe is mounted on the S100 positioner, as shown

in Figure 4. The output of the SEM is connected to the control
computer through the PCI-1410 frame grabber from National In-
struments. A vision-based scheme, as presented in the following
section, is then employed to estimate contact forces.

METHODS
As described in the previous section, an AFM cantilever was

mounted to the S100 positioner, as shown in Figure 4. A Hough-
transform based search scheme is employed to locate the tip of
the cantilever in the SEM images. The slope of the free end of

Figure 4. Attachment of the AFM cantilever probe to S100 end-effector
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the cantilever is mapped to the corresponding end-point force as
per the model described in the following subsection. The vision-
based scheme for locating the tip of the cantilever is presented in
the last subsection.

Cantilever Deformation Model
This section presents the nonlinear cantilever beam defor-

mation model used in this work. This model is motivated by [20].
The model employs moment-curvature nonlinearity to derive a
relationship between a transverse force acting on the beam and
the corresponding deflection of the tip. Consider an elastic
isotropic cantilever beam, fixed at P0, with a transverse force,
F , acting on the free end, P1, as shown in Figure 5. Let s be
the distance from node P0 to P1; r(s) be the radius of curvature
at s; φ(s) be the angle of the beam at s with respect to the hori-
zontal; φo be the angle of beam at node P1; M(s) be the moment
at s; E be the modulus of elasticity of the beam; I be the mo-
ment of inertial about the axis out of the plane; x and y be the
in-plane horizontal and vertical axes with origin at node P0; L be
the length of the beam; δ be the deflection at P1; and Δ be the
projected beam shortening.

φ0

L
x

y
dx

dy
ds F

Δ

φ δ
P0

P1

Figure 5. Cantilever Deformation Model under the Action of a Transverse

Force

Then the curvature at each point, s, along the beam is given
by the equation,

ρ(s) =
1

r(s)
=

dφ(s)
ds

=
M(s)
EI

=−d2y
dx2

[
1+

(
dy
dx

)2
](− 3

2 )
· (1)

Whenever an external transverse force, F , is applied at point P1,
the curvature at s is

M(s)
EI

=
F (L− x−Δ)

EI
· (2)

To eliminate the variable x from Equation (2), note the equality

dx
ds

= cosφ (3)

and differentiate Equation (2) with respect to s to derive

d2φ
ds2 = − F

EI
dx
ds

= − F
EI

cosφ. (4)

Applying the identity

d2φ
ds2 dφ =

1
2

d

(
dφ
ds

)2

(5)

and integrating Equation (4) we have,

1
2

(
dφ
ds

)2

= − F
EI

sinφ+C (6)

where C is the integration constant. To solve for the integration
constant, C, in Equation (6), apply the following boundary con-
ditions at point P1

dφ
ds

∣∣∣∣ φ= φ0
s = L

= 0 (7)

since the moment vanishes at the free end of the beam. When the
boundary conditions are applied, Equation (6) becomes

dφ
ds

=

√
2F
EI

(sinφ0− sinφ) (8)

√
FL2

EI
=

∫ φ0

0

dφ√
2 (sinφ0 − sinφ)

(9)

which gives the nondimensionalized external force at point P1.
The nondimensionalized force at point P1 can be mapped to the
nondimensional traverse deflection δ/L = δ(φ0)/L at P1 by equa-
tion

δ
L

=

∫ φ0

0

1√
2

√
EI

FL2

sinφ
sinφ0 − sinφ

dφ· (10)
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Equation 9 can be integrated for different values of φ0 to ob-
tain the relationship between the external force and the slope of
the cantilever at P1. A similar relationship between the nondi-
mensional external force and the deflection at P1 can be obtained
by integrating Equation (10). The resulting plot is shown in Fig-
ure 6. These results can be used to make a lookup table to esti-
mate forces once the angular deflection of the cantilever is esti-
mated.
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Normalized Deflection δ/L, Normalized Angular Deviation 2φ0/π

2φ0/π
δ/L

Figure 6. Nondimensional external force vs. Nondimensional angular

deviation (blue, dashed) and nondimensional deflection (red, solid)

Vision-Based Force Sensing
The goal of the vision algorithm is to estimate the slope

of the AFM cantilever probe, attached to the S100 positioner
as shown in Figure 4, at the free end. It should be noted that
the S100 system as well as the SEM provide no sensory out-
put other than the visual output from the SEM. This coupled
with the mode of operation of the SEM, which permits almost
instant changes in magnification, sometimes result in loss of co-
herence between consecutive frames. Furthermore, with increas-
ing magnification and decrease in the field of view, most of the
cantilever is occluded. At highest magnifications, only the sharp
tip of the cantilever is visible. The above-mentioned factors ren-
der the use of commonly used computer vision algorithms like
template matching [19] and active contour methods [21] imprac-
tical for our implementation. These techniques usually require a
good initial estimate, of the location of the feature in an image,
for convergence. In order to handle the possibility of almost in-
stant changes in the location of the cantilever tip in consecutive
frames that are due to scaling effects with change in magnifica-
tion settings of the microscope, we propose a Hough transform
based global search scheme that effectively locates the cantilever
in individual frames.

For the purpose of the proposed algorithm, the probe tip is
characterized by the three edges that define the tip geometry in
the image. During an initial calibration step, some pixels on the
boundary of the probe tip are manually marked to estimate the
initial orientation. It is assumed that the maximum deformation
of the cantilever would correspond to an angular deviation of
±20◦, of the free end of the probe, from this initial configuration.
In addition, it is assumed that the cantilever tip undergoes a pure
affine transformation and no local deformation. Figure 7 depicts
the algorithm for the measurement of the slope of the free end of
the cantilever and subsequent contact force estimation.

Thresholding In the first step, the grey-scale image from the
SEM is converted to a binary image via thresholding. The thresh-
old is chosen experimentally based upon the average histogram
of several test images. As a result of charge accumulation, the
cantilever appears as one of the brightest objects in the image.
Hence, this step helps remove some of the unwanted features
from images.

Edge Detection The binary image obtained through threshold-
ing is then converted to an edge image using the Canny edge
operator. The Canny edge operator takes a grey-scale image as
an input, and produces as output an image showing the positions
of tracked intensity discontinuities. Note that only strong edge
points detected by the Canny operator are selected for subsequent
processing.

Line Detection The strong edge points detected by the Canny
operator are provided as an input for a Hough transform-based
line detection routine. The classical Hough transform is a tech-
nique to locate a parametrized feature in an image. A mesh is
defined in the space of the parameters that define the feature.
At each mesh point a value is accumulated. This value indicates
how well the feature defined by the parameters of that mesh point
fits the image. Mesh points that accumulate large values corre-
spond to best feature match in the image. In order to detect the
edges that define the tip of the cantilever probe, a slope-intercept
representation of lines is used. The assumption that maximum
angular deviation of the tip is restricted to ±20◦, helps to reduce
the search space. The three edges are then individually detected
in three Hough transform operations. In each step, the input point
set is first transformed such that, for the initial configuration of
the cantilever, the edge of interest aligns with the horizontal. The
three detected lines are shown in red, blue, and green in Figure 7.

Force Mapping Once the angular deviation of the tip is esti-
mated, the force estimate can be obtained using the lookup-table
developed using the cantilever model, which is described in the
previous subsection.
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Figure 7. The Cantilever Tip Detection Algorithm

RESULTS AND DISCUSSION

For a preliminary study, the algorithm was tested upon sev-
eral images of the cantilever, mounted on the S100 manipulator
inside the SEM. The frames were acquired at different magni-
fication settings for the SEM; positions of the cantilever in the
field of view; and with the cantilever both above, below or in the
focal plane. Individual images were rotated to test detection of
the probe under rotation.

Figure 8 shows the output of the vision module as red,
blue and green lines overlayed on top of the original im-
age. Figures 8(a)– 8(c); 8(e)– 8(g) and 8(i)– 8(k) show re-
sults for rotations of 0◦, 5◦ and20◦, at magnification levels of
3500X, 2000Xand1500X, respectively. Notice that all segments
relating to the cantilever tip are successfully detected, except for
20◦ rotation at magnifications of 2000Xand1500X. In these two
cases, the shortest segment of the tip could not be detected. In-
stead, the Hough transform result finds a larger value correspond-
ing to another edge segment of the cantilever.

At low magnifications the shortest segment of the tip has
fewer edge points associated with it as compared the number of
edge points at some higher magnification. In addition, for large
rotations some of these points may not lie on segments defined
by the parametric search space, but lie just outside. These two
factors will contribute to lowering of score for the line corre-
sponding to the shortest segment with reduction in magnification
of the SEM and increase in deformation of the cantilever. How-
ever, under the assumption of slow deformation of the cantilever,
the algorithm can be modified by shifting the mesh, employed

for Hough transform, to the last known position of the tip seg-
ments in parameter space. Please note that unlike the position,
the slope of the segments, which is used to characterize the pa-
rameter space for Hough transform implementation, is invariant
under scaling. Figures 8(h) and 8(l) show the results for a rota-
tion of 20◦ at magnifications of 2000Xand1500X with the mesh
shifted by 15◦. It can be easily verified that the algorithm now
successfully finds the cantilever tip in the image.

The shortest cantilever tip segment can no longer be reliably
detected using this method under a magnification of 1500X, as
the length of the segment becomes comparable to size of some
objects in the background and number of edge pixels associated
with the tip reduce considerably. These magnification levels are
not critical during nanomanipulation. Hence, the inability to de-
tect the cantilever tip at low magnifications is not a serious draw-
back. At high magnification levels, when only the part of the
cantilever, defined by the blue and green lines in Figure 8, is vis-
ible, the method can still be used to detect the tip orientation by
identification of these two segments.

Note that force sensing with this algorithm is restricted to a
single dimension. The external force is modeled as a transverse
load applied at the tip of the cantilever. Unmodeled forces in-
cluding frictional forces acting on the cantilever will also con-
tribute to the deformation. Hence, the proposed vision-based
sensor provides an estimate of coupled frictional and other ex-
ternal forces acting on the cantilever. This is, however, common
in nano-scale force sensing, as decoupled estimation of force in
3-D is challenging [13].
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(a) 3500X 0◦ Rotation (e) 2000X, 0◦ Rotation (i) 1500X, 0◦ Rotation

(b) 3500X, 5◦ Rotation (f) 2000X, 5◦ Rotation (j) 1500X, 5◦ Rotation

(c) 3500X, 20◦ Rotation (g) 2000X, 20◦ Rotation (k) 1500X, 20◦ Rotation

(d) 3500X, 20◦ Rotation with Coherence (h) 2000X, 20◦ Rotation with Coherence (l) 1500X, 20◦ Rotation with Coherence

Figure 8. Performance of the vision-based sensing module. Red, blue and green Lines, overlayed on top of the iriginal image, correspond to

detected segments. Sub-figures (a)–(c); (e)–(g) and (i)–(k) show results for cantilever tip detection for rotations of 0◦, 5◦ and20◦, at magnifica-

tion levels of 3500X, 2000Xand1500X respectively. Sub-figures (d), (h) and (l) show the results, for a rotation of 20◦ under magnifications of

3500X, 2000Xand1500X respectively, under the assumption of slow deformation.
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The accuracy and sensitivity of the force sensor presented in
this article depends upon several factors. The cantilever is mod-
eled as an isotropic, elastic beam with a uniform cross-section.
In practice, real AFM cantilever probes may not be isotropic and
the geometry of the tip will also affect the deformation. The lim-
itations of the model, in addition to unmodeled forces, affect the
accuracy of the sensor. Two different cantilever orientations can
be distinguished if and only if they appear sufficiently distinct in
images. Hence, the sensitivity of the sensor is primarily deter-
mined by the resolution of the images. When manipulating soft
objects, the deflection of the cantilever may not be sufficient to be
reliably detected. In such a situation, a different cantilever with
lower stiffness can be employed. The image resolution and SEM
magnification determine the minimum force that can be sensed
by the vision-based sensor and hence the range of the sensor.

CONCLUSIONS AND FUTURE WORK
A cost-effective vision based force sensing scheme for a

nanorobotic manipulation setup is presented. Preliminary exper-
imental results indicate that the proposed methodology can be
employed to successfully estimate the deformation of an AFM
cantilever probe, which is used as a force sensor. Future work
would involve the verification of the cantilever model with use
of piezoresistive cantilevers. Calibration of the sensor would also
be performed to determine the range, accuracy and sensitivity of
the sensor.

ACKNOWLEDGMENT
This project was supported by the ERIT (Enriching Rice

through Information Technology) program funded by the
Sheafor/Lindsay Innovation Fund through the Computer and In-
formation Technology Institute at Rice University. Zyvex Cor-
poration donated the S100 nanomanipulator used in this work to
Rice University.

REFERENCES
[1] Resch, R., Bugacov, A., Baur, C., Koel, B. E., Madhukar,

A., Requicha, A. A. G., and Will, P., 1998. “Manipulation
of Nanoparticles using Dynamic Force Microscopy: Simu-
lation and Experiments”. Applied Physics A, 67, pp. 265–
271.

[2] Guthold, M., Falvo, M. R., Matthews, W. G., Paulson,
S., Washburn, S., Erie, D. A., Superfine, R., Brooks, Jr.,
F. P., and Taylor II, R. M., 2000. “Controlled Manipu-
lation of Molecular Samples with the nanoManipulator”.
IEEE/ASME Transactions on Mechatronics, 5(2).

[3] Guthold, M., Falvo, M., Matthews, W., Paulson, S., Mullin,
J., Lord, S., Erie, D., Washburn, S., Superfine, R., Brooks,
Jr., F. P., , and Taylor II, R. M., 1999. “Identification and

Modification of Molecular Structures with the nanoManip-
ulator”. Journal of Molecular Graphics and Modelling, 17,
pp. 188–197.

[4] Guthold, M., Negishi, W. G. M. A., Taylor II, R. M., Erie,
D., Brooks, Jr., F. P., and Superfine, R., 1999. “Quantitative
Manipulation of DNA and Viruses with the nanoManipu-
lator Scanning Force Microscope”. Surface and Interface
Analysis, 27, pp. 437–443.

[5] Nakajima, M., Arai, F., and Fukuda, T., 2006. “In Situ Mea-
surement of Young’s Modulus of Carbon Nanotubes Inside
a TEM Through a Hybrid Nanorobotic Manipuulation Sys-
tem”. IEEE Transactions of Nanotechnology, 5(3), May,
pp. 243–248.

[6] Requicha, A. A. G., Baur, C., Bugacov, A., Gazen, B. C.,
Koel, B. E., Madhukar, A., Resch, R., and Will, P., 1998.
“Nano-robotic Assembly of Two-Dimensional Structures”.
In IEEE International Conference on Robotics and Au-
tomation.

[7] Fukuda, T., Arai, F., and Dong, L., 2003. “Assembly of
Nanodevices with carbon Nanotubes Through Nanorobotic
Manipulations”. Proceedings of the IEEE, 91(11), Nov,
pp. 1803–1818.

[8] Sitti, M., and Hashimoto, H., 1999. “Teleoperated nano
scale object manipulation”. In Recent Advances on Mecha-
tronics. Springer Verlag, pp. 322–335.

[9] Sitti, M., Aruk, B., Shintani, K., and Hashimoto, H., 2001.
“Development of a Scaled Teleoperation System for Nano
Scale Interaction and Manipulation”. In IEEE International
Conference on Robotics and Automation, pp. 850–867.

[10] Sitti, M., and Hashimoto, H., 2000. “Two-Dimensional
Fine Particle Positioning Under Optical Microscope using
a Piezoresistive Cantilever as Manipulator”. Journal of Mi-
croelectronics, 1(1), pp. 25–48.

[11] Sitti, M., and Hashimoto, H., 2000. “Controlled Pushing of
Nanoparticles: Modeling and Experiments”. IEEE/ASME
Transactions on Mechatronics, 5(2), Jun, pp. 199–211.

[12] Taylor, R. M., Robinett, W., Chi, V. L., Brooks, Jr., F. P.,
Wright, W. V., Williams, R. S., and Snyder, E. J., 1993.
“The nanomanipulator: A virtual-reality interface for a
scanning tunneling microscope”. In Computer Graphics:
Proceedings of SIGGRAPH.

[13] Sitti, M., 2001. “Survey of Nanomanipulation Systems”. In
IEEE Conference on Nanotechnology, pp. 75–80.

[14] Eigler, D. M., and Schweitzer, E. K., 1990. “Positioning
single atoms with scanning tunneling microscope”. Nature,
344, Apr, pp. 524–526.

[15] Dong, L., Arai, F., and Fukuda, T., 2004. “Destructive
Constructions of Nanostructures with Carbon Nanotubes
Through Nanorobotic Manipulation”. IEEE/ASME Trans-
actions on Mechatronics, 9(2), Jun, pp. 350–357.

[16] Tortonese, M., Barrett, R. C., and Quate, C. F., 1993.
“Atomic Resolution with an Atomic Force Microscope us-

9 Copyright c© 2006 by ASME



ing Piezoresistive Detection”. Applied Physics Letters, 62,
pp. 834–836.

[17] Arai, F., Nakajima, M., Dong, L., and Fukuda, T., 2003.
“Pico-Newton Order Force Measurement Using a Cali-
brated Carbon Nanotube Probe by Electromechanical Res-
onance”. In IEEE International Conference on Robotics
and Automation, pp. 300–305.

[18] Arai, F., Nakajima, M., Dong, L., and Fukuda, T., 2003.
“The pico-Newton Order Force Measurement with a Cali-
brated Carbon Nanotube Probe”. In IEEE/ASME Interna-
tional Conference on Advanced Intelligent Mechatronics,
pp. 691–696.

[19] Greminger, M., and Nelson, B. J., 2004. “Vision-based
force measurement”. IEEE Transactions on Pattern Analy-
sis and Machine Intelligence, 26(3), pp. 290–298.

[20] http://www-bsac.eecs.berkeley.edu/cadtools/-
sugar/Slides/nonlinear/NLBeam.ppt.

[21] Xu, C., and Prince, J. L., 1998. “Snakes, Shapes and Gra-
dient Vector Flows”. IEEE Transactions on Image Process-
ing, 7(3), pp. 359–369.

10 Copyright c© 2006 by ASME



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


