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Abstract—A goal of wearable haptic devices has been to enable
haptic communication, where individuals learn to map information
typically processed visually or aurally to haptic cues via a process of
cross-modal associative learning. Neural correlates have been used
to evaluate haptic perception and may provide a more objective
approach to assess association performance than more commonly
used behavioral measures of performance. In this article, we ex-
amine Representational Similarity Analysis (RSA) of electroen-
cephalography (EEG) as a framework to evaluate how the neural
representation of multifeatured haptic cues changes with associa-
tion training. We focus on the first phase of cross-modal associative
learning, perception of multimodal cues. A participant learned to
map phonemes to multimodal haptic cues, and EEG data were
acquired before and after training to create neural representational
spaces that were compared to theoretical models. Our perceptual
model showed better correlations to the neural representational
space before training, while the feature-based model showed better
correlations with the post-training data. These results suggest that
training may lead to a sharpening of the sensory response to haptic
cues. Our results show promise that an EEG-RSA approach can
capture a shift in the representational space of cues, as a means to
track haptic learning.

Index Terms—Wearable haptics, multimodal haptics, haptic
learning, EEG, Representational Similarity Analysis, neural
correlates.

I. INTRODUCTION

W EARABLE haptic devices show promise for enabling
novel haptic communication methods, giving a user the
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Fig. 1. We examine EEG-RSA as a framework to evaluate how the neural rep-
resentation of multifeatured, haptic cues changes with association training. By
developing two hypothetical models, first we evaluate if the neural representation
of haptic cues before training is more correlated to perceptual confusion between
the cues. Then, we evaluate if the neural representation of haptic cues after
training is more reflective of the unique haptic features of the cues themselves.

ability to receive information through the sense of touch [1],
[2], [3], [4], [5], [6], [7], [8], [9], [10], [11]. A central objective
of designers of wearable haptic communication systems is to
encode information, which is typically processed visually or
aurally, as tactile stimulation patterns presented to the skin [1],
[7], [12], [13]. Wearable haptic systems have been used to
transmit guidance and instructions from virtual agents that con-
vey navigation information [14], [15], performance feedback
to trainees using surgical simulators [13], motion guidance for
individuals undergoing physical therapy [12], [16], as well as
discrete forms of language [1], [3], [4], [5], [6], [7], [17]. Two
aspects are critical to successfully transmit information to a
user with tactile displays. Individuals must reliably perceive
the tactile cues themselves, as well as learn and retain the
mappings between information typically processed by the visual
or auditory senses to that of tactile cues. This relies on a process
known as cross-modal association (or cross-modal associative
learning) [18], [19]. In this article, we focus on the first phase
of successful cross-modal associative learning, accurate haptic
perception of the multimodal cues.

A major challenge when developing these devices is how the
learning of haptic cues is assessed. Typically, protocols for asso-
ciative learning on haptic-communication devices include test-
ing phases where subjects respond via closed-set (i.e. multiple
choice) or open-set responses (i.e. free response) [1], [2], [5], [7],
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[20]. Notably, the majority of these testing protocols reported in
the literature are limited to closed-set options [1]. Association
results are then summarized as recognition rates or percent
accuracies, often presented in confusion matrices [1], [7]. How-
ever, behavioral observations such as multiple-choice responses
can be relatively subjective, hard to reproduce, confounded by
experimental environments such as social pressure [21], and
confounded by strategic guesses [22]. Therefore, these kinds of
behavioral results may only provide limited insights into what
individuals are actually learning throughout haptic training.
Careful investigation of how haptic training changes the neural
correlates of the response to haptic cues may provide deeper
insights into what has been learned [21], [23], [24], [25], [26],
[27], [28], [29], [30]. Therefore, our ultimate goal is to develop
quantitative methods for analyzing neural correlates to help
track, and promote, the learning of haptic cue sets that are used
to encode information.

This article explores one quantitative approach to investigat-
ing the neural changes that occur in response to haptic learning,
an analysis framework known as Representational Similarity
Analysis (RSA). RSA provides insight into the structure of
neural representations through investigation of the similarity
structure of a set of neural responses [31], [32], [33], [34],
[35]. These techniques can be used with a variety of brain
imaging techniques, including non-invasive recordings such as
electroencephalography (EEG) and functional magnetic reso-
nance imaging (fMRI). In brief, pair-wise distances of the brain’s
response to unique stimuli are computed in order to estimate a
representational space of how dissimilar each stimulus is from
every other one [31], [32], [34], [35], [36], [37], what is referred
to as a Representational Dissimilarity Matrix (RDM) [34], [35].
The structure of these RDMs can then be interrogated, for
example by comparing the empirical RDMs calculated from
neural recordings to different theoretical models of what in-
formation is being processed about the stimuli [36] or to data
collected with the same stimuli in a different task [38], which
can also be structured as RDMs. Using this approach, we can
form hypotheses of what individuals are learning, or becoming
sensitive to, during the course of haptic learning, which should
be reflected as a change in how the RDMs are structured after
training. This may be a particularly useful technique to better
understand how haptic cue sets are represented in the brain, and
how they are changed by the learning environment.

RSA has recently been applied to studies of haptic per-
ception [39], [40], [41], [42], [43]. For example, Perini et al.
used an fMRI-RSA approach to better understand how haptic
object size is represented in the brain [39]. They had individuals
grasp objects of various sizes and found specific brain regions
where more similar neural activity patterns corresponded to the
grasping of more similar object sizes [39]. Tame et al. used
fMRI-RSA to investigate the representation of tactile space on
the hand [40], showing that the neural representation of the
skin space matched a perceptual model derived from behavioral
results where individuals were tasked to respond to air puff
stimulation in the form of a 3 × 3 grid [40]. Malone et al. used
an fMRI-RSA approach to investigate the neural mechanisms of
vibrotactile categorization after individuals were trained to sort
vibrotactile cues into different groups [42]. They showed that

different neural representations of cues, specifically reflecting
perceptual or categorical selectivity, occur in different regions
of the brain [42].

In each case, these studies show the effectiveness of RSA in
developing theories of the nature of haptic processing. These
approaches have all been based on fMRI analyses. Restricting
RSA to fMRI may limit adoption of this method in the haptics
community due to the inherent cost and accessibility of scan-
ners, and fMRI scanner compatibility with haptic devices [21],
[44]. EEG data, which is less expensive to collect and more
compatible with haptic devices, might be a preferred imaging
modality. Furthermore, few of these studies have focused on
how haptic learning changes haptic representation. One group
has extended the RSA approach to both haptic learning and to
EEG data, investigating the neural basis of vibrotactile speech
learning on a sensory substitution vocoder device using both
fMRI and EEG data [45]; however, their investigations, like
most others that employ RSA [39], [40], [41], are limited to
perception and learning of haptic cues based only on a single
modality, such as vibration. Haptic researchers are increasingly
employing multimodal wearable haptic devices to transmit hap-
tic information to users [1], [46], [47], [48], [49], [50], [51],
as discrete haptic cues generated by unimodal devices can be
particularly difficult to learn [1].

In this article, we present methods for using an EEG-RSA
approach to quantify changes in perceptual sensitivity of cues
conveyed via a wearable, multimodal haptic device. We use
an EEG-RSA framework to evaluate changes in the neural
representation of haptic cues after association training, where the
subject learned to map discrete phonemes to multimodal haptic
cues. We introduce the general methodology and demonstrate
the feasibility of our approach in a use-case scenario to evaluate
how the sensitivity to haptic cues may change after association
training. Our EEG-RSA approach provides a framework and
foundation for applying these techniques to better understand
the neural mechanisms of haptic association learning.

II. METHODS

Generally speaking, Representational Similarity Analysis
(RSA) is a method that enables researchers to relate brain-
activity measurements, behavioral measurements, and/or theo-
retical models. It reduces neural activity patterns to representa-
tional dissimilarity matrices (RDMs), such that we can represent
the extent to which neural activity patterns of one condition or
stimulus are correlated to every other one in an experiment. We
can also compare these neural matrices to conceptual models of
haptic cue representation, also structured as RDMs.

We apply RSA to a haptic association task where a single
subject first learned to identify multimodal haptic cues, and then
learned to associate those haptic cues to phonemes. Our analysis
is focused on the first component of successful cross-modal
association, accurate perception of the haptic cues. We first
developed two theoretical models of the haptic cues, constructed
to capture how the cues may be represented at the cortical
level both before and after training. Then we used these models
in an EEG-RSA framework to evaluate how the sensitivity to
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Fig. 2. (Left) The MISSIVE with actuation components that correspond to
unique MISSIVE features, shown in the middle, highlighted. (Middle) MISSIVE
cue features and corresponding timings. (Right) The four locations on the arm
where vibration can occur.

multimodal haptic cues changes with training, as depicted in
Fig. 1.

In the following sub-sections we lay out the methods and
framework for our RSA approach. First, we present the multi-
modal haptic cues that can be generated by our wearable haptic
device. Then, we describe how the two theoretical models, the
Perceptual and Feature-Based Model, were determined. Third,
we present our use-case experiment where a single participant
learned to map these multimodal cues to phonemes while EEG
data were acquired. Finally, we describe the correlation analyses
and significance testing that we use to evaluate the models when
applying RSA to our EEG data set.

A. Haptic Cue Delivery Via a Wearable Device

A wearable haptic device, the MISSIVE (Multi-sensory Inter-
face of Squeeze, Stretch, and Integrated Vibration Elements) [1],
[46], was the multimodal haptic device considered in our use-
case analysis (see Fig. 2 (left)). The MISSIVE is worn on the
upper arm and is comprised of three actuation mechanisms: ra-
dial squeeze, lateral skin stretch, and vibration [1]. The vibration
element of the MISSIVE is comprised of four vibrotactors, such
that vibration can occur at one of four locations, presented at
the top, left, bottom, or right of the user’s arm. One of three
vibration patterns can be rendered, a short pulse (50 ms), long
pulse (150 ms), or double pulse (one 50 ms pulse, 75 ms pause,
and another 50 ms pulse). The lateral skin stretch cue has a
duration of 150 ms. The radial squeeze cue has a duration of
350 ms. These unique modes of actuation combine to make up
unique haptic cues, transmitting the different actuation modes
simultaneously and/or in succession [1]. Nine haptic cues de-
livered on this device, shown in Fig. 3, were considered for our
use-case analysis (see Section II-D for more details).

B. Perceptual Model

The first model we developed was designed to estimate the
expected similarity structure of MISSIVE cues prior to training.
We estimated this model empirically, relying on behavioral data
from a previous study conducted in our lab by Sullivan et al. [46].
In this study, 13 participants who had never used the MISSIVE
device before were presented with a randomized sequence of 32
MISSIVE cues repeated 5 times each and were asked to report
on the 32 cues that were presented. These data allow for the

Fig. 3. Nine haptic cues, delivered via the MISSIVE, considered throughout
the use-case experimental analysis. Corresponding features and timing profiles
are shown for each cue.

construction of a confusion matrix of the percentage of times
each cue is confused for every other cue. The confusion matrix
is a type of RDM, under the assumption that items that are more
dissimilar are less likely to be confused, and serves as the basis
for our first model, the Perceptual Model. We hypothesized that
the neural representation of cues before training should reflect
a model capturing perceptual confusion between cues that is
experienced by a naïve population.

Before we outline the formulation of the Perceptual Model,
it is important to remark on several differences between the
cues used in Sullivan et al.’s study and those used in this study.
First, Sullivan et al. included a larger set of 32 MISSIVE cues,
while our study focuses only on nine cues. This difference is
accounted for in the generation of our model space, described
below. Second, Sullivan et al. used slightly different cues with
only short and long pulse vibrations, and not the double pulse
vibrations that we consider. To accommodate this second dif-
ference, we assume that the short pulse vibration is comparable
to the double pulse feature considered in our haptic cue set.
With this assumption, the nine cues considered for our use-case
scenario were a subset of the 32 cues used in the behavioral
experiment previously conducted by Sullivan et al. [46].

To generate the RDM of the Perceptual Model space for
our nine cues, we applied a normalization procedure to Sul-
livan et al.’s perceptual results. Specifically, each cell in our
resulting 9x9 RDM was calculated to be the proportion of times
each cue in Sullivan et al.’s study was perceived as every other
cue, out of behavioral responses that were one of our nine cues
of interest, resulting in a normalized version of the confusion
matrix previously explained. Fig. 4 illustrates this normalization
process for the perceived responses to Cue 1. The distribution
on the top left shows the number of times the cue was perceived
as one of the 32 cues in Sullivan’s study, where the total number
of responses add up to 65 (13 participants x 5 presentations
of each cue). The distribution to the right shows the normalized
distribution used for our model, where perceived responses were
only considered if they were one of the nine haptic cues of
interest. In this way, only 25 total perceptual responses were used
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Fig. 4. Normalized distributions of perceptual responses to the nine haptic
cues of interest, based on results from a previous behavioral study considering
32 MISSIVE cues. (Top) The left shows the distribution of perceived responses
to Cue 1, where subjects could respond out of 32 cues, and the right shows
the normalized distribution where perceived responses were only included in
the distribution if they were out of one of the nine cues of interest. (Bottom)
Normalized distributions of perceived responses to each of the nine haptic cues.

to determine the confusion ratios for Cue 1. Fig. 4 also shows
the normalized distributions for each of the nine cues, including
the total number of responses from which the confusion ratios
were determined.

The resulting RDM was asymmetric, as the ratio that a
rendered cue, e.g., Cue 1, is perceived as another cue, e.g.,
Cue 2, may not be equal to the ratio Cue 2 is perceived as
Cue 1. However, we assumed a ground truth where over a
significant number of trials these ratios would eventually even
out. After determining the normalized confusion ratios, the
resulting matrix was averaged across the diagonal to give an
ideal, symmetric matrix, as shown in Fig. 5. We predict that
the neural representation of the haptic cues before association
training should be more correlated with this Perceptual Model
than the neural representation of the cues after training. This
rationale is based on evidence that novice users are likely to
make perceptual errors when discerning between haptic stimulus
cues [46], [52], [53], [54], [55], [56]. Furthermore, non-invasive
neural measurements have been shown to reflect behavioral error
and perceptual uncertainty [57], [58], [59]. Therefore, we would
expect the neural representation of haptic cues, prior to any
training, to reflect a model space representative of perceptual
confusion between cues that is based on behavioral responses
from an inexperienced population.

Fig. 5. Perceptual Model. Each cell holds the proportion (e.g. confusion ratio)
that the presentation of each of the nine cues is perceived as every other cue of
interest.

Fig. 6. Feature-Based Model. Each cell holds the number of different features
between each cue pair, giving a value for how similar each haptic cue is from
every other one.

C. Feature-Based Model

The goal of our second model was to capture how sensitivity
to MISSIVE cues may be represented in the brain after training.
This theoretical model was developed with the idea that exposure
on the MISSIVE device should lead to individuals becoming
more sensitive to the unique features of cues presented on the
multimodal display. We hypothesized that the neural represen-
tation after training should reflect how similar each of the nine
haptic cues are to each other in terms of the features of the cues
themselves.

The Feature-Based Model was generated by counting the
number of features (up to 4) that distinguished two cues from
each other, such that comparison between each stimulus pair
was given a rank from 0 to −4 in terms of how many different
features each cue had compared to every other one (e.g. haptic
cue differed by a vibration component or differed by squeeze).
A value of 0 meant cues were identical to each other, and a
value of −4 meant all 4 features were different, as illustrated in
Fig. 6. We predict that the neural representation of the haptic cues
after association training should be more correlated with this
Feature-Based Model than the neural representation of the cues
before training. The rationale behind this is the idea that training
leads to a sharpening of the sensory response to haptic cues, such
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that after training the neural representation of haptic cues starts
to reflect the features of the cues themselves [42]. Therefore,
if learning on the MISSIVE device makes the individual more
sensitive to the differences between the mulitmodal haptics cues,
where this detection between cue differences may be picked up
with neural recordings, then the individual should start to better
disambiguate the patterns of the multimodal haptic cues them-
selves, such that EEG captures similarities and dissimilarities
that correlate to that of the MISSIVE feature space.

D. Use-Case Experiment

1) Participant: A single subject (N = 1) was considered for
this use-case analysis. The participant was male, left-handed,
age 24 and did not report any cognitive or sensory impairments
that would inhibit their ability to complete the experimental
tasks. The participant gave informed consent, and the protocol
was approved by the Rice University Institutional Review Board
(IRB-FY2020-169).

2) Association (Exposure) Training: The participant com-
pleted 4 days of association training based on an established
protocol [1]. In this protocol, the participant was tasked to map
23 phonemes to unique haptic cues, and subsequently learn a
set of 50 words made up of those phonemes [1]. On the first
day only, the participant was exposed to how the haptic cues felt
and asked to identify their components. In this 10 minute cue
familiarization phase, the participant could click on a spatial
representation of any multimodal haptic cue and its assigned
phoneme, such that the cue was felt on their arm. Although the
participant was instructed to focus on the multimodal haptic
cues, the phoneme text representation was shown on the screen
and an audio clip corresponding to that phoneme was played
into headphones. Once the participant felt comfortable with the
cues, they could move on to a self-test exercise, where random
multimodal cues were presented to the participant and he was
then tasked to identify which features were present. Correct
feedback was provided. The remainder of training focused on
the participant familiarizing himself with four sets of phonemes
and subsequent words made from them. Depending on the day,
the training protocol could include Pre-Tests, phases where the
participant learned sets of new phonemes, phases where the
participant was introduced to words, Review Phases, Cumulative
Assessments, and Post-Tests. Day 1 involved 23 minutes of
training, Day 2 involved 37 minutes of training, Day 3 involved
30 minutes of training, and Day 4 included 10 minutes of
training. Training time did not include the time it took for the
Pre- and Post-Tests, which added overall exposure to the haptic
cues.

3) EEG Sessions: An EEG study was designed in order
to elicit neural responses to MISSIVE haptic cues. Using the
classic oddball paradigm, frequently presented ‘standard’ cues
are infrequently interrupted by ‘deviant’ cues that differ from
the standard by some distinct characteristic [60], [61]. Four sets
of oddball runs, of 1000 trials each, were used to present haptic
cues to the participant. In each block, deviant cues made up
15% of the trials and varied from standard cues by one degree of
freedom in terms of where on the arm the vibration component

Fig. 7. (Top) Example trial showing response epoch 200 ms before and 800 ms
after the presentation of Cue 5, on Channel 1 of a 30-channel EEG recording.
(Bottom) Each trial response recorded is averaged together to compute the
overall Channel ERP, for each channel separately. These channel ERPs are then
combined to form a 30-channel ERP waveform response, in this case in response
to Cue 5.

of the MISSIVE cue was felt (Fig. 2 (Right)). Deviant cues in
each block were split evenly into two prototypes, such that each
set made up half of the total deviant cues in a given block. Each
cue of the first deviant prototype was mapped to a phoneme after
training (as were the standard cues), however the second deviant
prototype remained unmapped.

Only data from three blocks, therefore neural recordings in
response to a total of nine haptic cues, were considered for this
use case analysis, to evaluate how the participant’s sensitivity
to these cues changed after training. This set of cues can be
seen in Fig. 3, where row 1 of the figure corresponds to the
cues presented in Block 1, row 2 corresponds to Block 2, and
row 3 corresponds to Block 3. This set of cues was strategic
to consider, as the cues between blocks were characteristically
more different from one another and cues within blocks were
more similar, providing a dynamic set for RSA. Cues between
the experimental blocks varied by at least a stretch, squeeze,
vibration type and/or vibration location, whereas cues within
groups only varied by one degree of freedom, the location on the
arm the vibration was felt. Data from the fourth block were not
considered because cues in this block only comprised a single
vibrational component, and we were specifically interested in
the study of multimodal cues.

EEG sessions occurred both before and after association
training, making up the pre- and post-conditions in our use-case
analysis. The subject received passive exposure to the haptic
cues throughout the oddball blocks, and EEG data were recorded
with a 32 channel actiCAP (Brain Products GmbH, Germany),
collected at a sampling rate of 500 hz. 30 electrodes served as
the full-scalp recording channels and two channels, the Left and
Right Mastoid, served as reference electrodes.

Initial preprocessing, including eye-blink and artifact re-
moval, was completed using the EEGLAB 14.1.2b toolbox [62].
Then, 30-channel event-related potential (ERP) activity patterns
were computed in response to each of the haptic cues. This was
done by averaging the EEG-activity recorded over all the trials
at each channel, using an epoch that ranged from 200 ms before
to 800 ms after the initial MISSIVE cue onset. This process
was completed in MATLAB and is illustrated in Fig. 7. Each
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Fig. 8. RSA enables us to reduce high dimensional neural signals of unique stimuli into a 2D representational space, the brain-based similarity matrix. Brain-based
similarity matrices represent how similar the brain response to a particular stimulus is to every other stimulus considered. Populating the representational similarity
matrix at each time point allows us to determine how this space changes with time.

30-channel ERP activity pattern was stored in MATLAB as the
overall neural response to each haptic cue considered, separately
for the pre- and post-conditions.

E. Representational Similarity Analysis Framework

The following subsections outline how the brain representa-
tional spaces for the pre- and post-conditions were computed.
We also describe how these similarity spaces were compared
to each theoretical model, the Perceptual and Feature-Based
models, to assess our hypotheses.

1) Brain-Based Similarity Space: Each 30-channel ERP ac-
tivity pattern holds information regarding the similarities be-
tween each pair of haptic cues. Cues that are more similar, as
in the first two MISSIVE cues displayed on the leftmost side
of Fig. 8, should result in more similar neural activity over
time. High dimensional ERP waveforms make it difficult to
compare the overall neural response to each unique haptic cue.
Representational Similarity Analysis (RSA) gives us a way to
actually quantify this. RSA enables us to quantify how similar
the neural activity pattern across all channels recorded may
be, at each time point considered. Fig. 8 shows a conceptual
representation of this methodology, considering three example
MISSIVE cues.

As shown in Fig. 8, the presentation of each unique haptic
cue results in different overall neural activity patterns. The mock
ERP waveforms, displayed in red, green, and blue, across five
demonstrative channels, illustrate this. If we consider the neural
response pattern to each cue at a particular time point, t = T,
we can represent the activity captured across the channels as
vectors of voltage values. Then, for each time point, we can
determine how similar these vector channel activity patterns
are by correlating each of the vectors for all pairs of stimuli.
Patterns that are more similar will have a correlation value closer
to 1. Using the resulting correlation values, we can build the
fundamental RDM for the current time point, which gives a
2D representational space of how the brain represents a unique
set of stimuli at that time. This is shown on the rightmost side
of Fig. 8 by the brain-based similarity matrix. In this way,
we can reduce a high dimensional neural response space to
a visual and comprehensible 2D space (i.e., the brain-based

similarity matrix) that represents how similar the brain response
to a particular stimulus is to every other stimulus considered.
Doing this at each time point allows us to interpret how this
representational space changes dynamically over time.

This general methodology follows analysis presented in
Wang et al. [37], and was applied to our framework to determine
the brain-based representational space of the nine MISSIVE
cues, both before and after training. First, to reduce signal noise,
the 30-channel ERP waveforms were binned into 20 ms time
bins. This reduced the 30-channel ERP activity patterns for
each haptic cue to 50 time bins instead of 500 time points.
Next, brain-based similarity matrices were computed for both
the pre- and post-training conditions. The brain-based similarity
of each haptic cue to every other haptic cue was computed at
each time bin by correlating the distributed patterns across the
scalp between each pair of cues (see Fig. 8). At each time bin, we
quantified the similarity between the pattern of neural activity for
all possible pairs of the nine haptic cues by calculating Pearson’s
r value between the channel vectors. These correlation values
were then used to construct the brain-based similarity matrices,
resulting in 9x9 RDMs at each time bin. This entire framework
was implemented in MATLAB.

2) Correlation Analysis: We performed separate correlation
analyses to evaluate how the neural representation, or brain-
based similarity space, of haptic cues in each training condition
was related to 1) the Perceptual Model and 2) the Feature-
Based Model. For each analysis, the model space was related
to the brain-based representational spaces using non-parametric
Spearman’s correlation of the off-diagonal. Specifically, for both
pre- and post-training conditions, the off-diagonal of the brain-
based similarity matrix (RDM) at every time bin was Spearman
rank correlated to the off-diagonal of the model space. Each anal-
ysis resulted in two time series of Spearman correlation values
(rpre and rpost) and the corresponding p-values, indicating how
similar the neural representation of each training condition was
to the model in question, over time. To complete the analysis,
we also compared the two model spaces via Spearman’s rank
correlation of the off-diagonal.

3) Significance Testing: Our approach to significance testing
took part in two stages. First, we determined, for the pre-
and post-training EEG signals separately, whether there was a
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Fig. 9. Bootstrap permutation analysis schematic. (a) For each haptic cue, the original 30-channel EEG recordings from both conditions are pooled into one
group and then relabeled as coming from the pre- or post- condition. This is completed 1000 times, and for each permuted data set, the average ERP waveform
response is computed. (b) Brain to model correlation results versus time. This shows the observed correlation results between the Feature-Based Model and
brain-based representational space of cues before and after training, as well as a few example permutations of this result. These are determined by correlating
the Feature-Based Model to each permuted brain-based representational space. (c) Permutation test statistic (r-difference) versus time. For each brain to model
correlation, the difference between the post- and pre- correlation time series was calculated to determine the test statistic at every time bin. This was completed for
the observed and permuted data sets. Because the Feature-Based Model was considered for the comparisons shown in 9B, the r-difference value was calculated as
(rpost - rpre). (d) Histogram distribution of permuted r-difference values and significance testing. This shows the distribution of the permuted test statistics, at an
example time bin. At this time bin, the observed test statistic falls within the top 2.5% of the distribution, so results are considered to be significant with correction.

significant positive relationship between the similarity structure
in the EEG signal and the predicted similarity structure from
each model representation. This was determined at each time
bin, using a one-tailed significance test (α = 0.05) of whether
the correlation between the two similarity matrices was greater
than 0. Second, for those time points in which at least one of
the pre- or post-conditions was significantly greater than zero,
we evaluated whether there was a significant difference between
the two conditions. This was done with a bootstrap permutation
analysis without replacement, which is described in detail in the
following paragraphs. A schematic representing this analysis
can also be seen in Fig. 9.

The following steps outline how each data permutation was
determined. First, the 30-channel EEG recordings from the
original trial repeats were pooled into one group, as illustrated
in Fig. 9(a). This was completed for the data of each haptic
cue separately. Second, the EEG recordings from each trial
were randomly assigned (relabeled) as coming from the pre-
or post- condition. For the third step, this process was carried
out 1000 times to generate 1000 permutations of the original
EEG data. Fourth, for each permutation, the average ERP wave-
forms were computed, as previously explained in Section II-D3
and illustrated in Fig. 7. At the end of this step, each haptic
cue had 1000 permutations of its 30-channel ERP waveform
response for both the pre- and post- conditions, as shown in
Fig. 9(a). The fifth step, not shown in the Fig. 9 schematic,
generated the permuted brain-based representational spaces by

following the procedure outlined in II-E1 and further illustrated
in Fig. 8. Here, the respective permutations of the 30-channel
ERP waveforms, for each of the nine haptic cues, were used
to construct the associated 9x9 brain-based similarity matrices,
at every time bin considered. Finally, the Correlation Analysis
described in Section II-E2 was carried out for each permutation,
using the original Perceptual and Feature-Based models. Each
brain to model comparison resulted in 1000 correlation time
series for both the pre- and post- conditions. Fig. 9(b) shows the
observed and a few permuted results of correlations between
one of the models, in this case the Feature-Based Model, and
the brain-based representational space of cues before and after
training.

The following paragraphs outline how the test statistic and
significance were determined. At each time bin, the test statistic
of the permutation analysis was considered to be the difference
between the pre- and post-correlation results (rpre - rpost), when
considering correlations with the Perceptual Model space, and
the inverted difference between the post- and pre-correlation
results (rpost - rpre), when considering correlations with the
Feature-Based Model space. In both cases, the test statistic was
referred to as the r-difference value. The order of subtraction
was determined based on our previous hypotheses, where we
expected the pre-training condition to have greater correlation
with the Perceptual Model (rpre > 0) and we expected the post-
training condition to have greater correlation with the Feature-
Based Model (rpost > 0).
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Fig. 10. Perceptual Model correlation results showing correlations between
the Perceptual Model and brain-based representational space of cues before and
after training. The orange time series shows the pre-training correlation results
(rpre) between the brain-based RDMs of the pre-condition and the Perceptual
Model space, and the blue time series shows the post-training correlation
results (rpost) between the brain-based RDMs of the post-condition and the
Perceptual Model space. Significant correlation between the pre-training RDMs
and Perceptual Model, before correction, is marked by the red significance bar.
Significance after correction is marked by an asterisk.

For each model comparison, we computed our observed test
statistics, at every time bin, by taking the respective difference
between the true correlation results (rpre - rpost or rpost - rpre).
Then, for each permutation, the r-difference values at each time
bin were also computed. These computations are illustrated in
Fig. 9(c), where the r-difference value at a particular time bin
is highlighted. To evaluate points between the true pre- and
post-training conditions that were considered to be significantly
different from one another, the observed test statistics were
compared to the sorted, permuted r-difference values, only at
the time bins marked as significant without correction. At each
time bin considered, if the observed test statistic fell within the
top 2.5% of the distribution of permuted r-difference values for
the current time bin, the correlation results between the pre- and
post-conditions were justified as being significantly different
and the original correlation was considered to be significantly
greater than zero, with correction. This process is illustrated in
Fig. 9(d), at an example time bin, and culminates the permuta-
tion analysis. For the model-to-model comparison, a two-tailed
Spearman’s rank correlation was used to evaluate if the models
were significantly correlated at a significance level of α= 0.05.
The Spearman’s correlation r-value and associated p-value were
reported.

III. RESULTS

A. Perceptual Model Correlation

First, we evaluated how the neural representation of haptic
cues in the pre- and post-training conditions related to the
Perceptual Model. Fig. 10 shows the results for the correlations
with the Perceptual Model space, 200 ms before and 800 ms
after the time at which onset, or actuation, of every MISSIVE cue
occurred (0 ms). Significant correlation between the pre-training

Fig. 11. Feature-Based Model correlation results showing correlations be-
tween the Feature-Based Model and brain-based representational space of cues
before and after training. The pre-training correlation results (rpre) between the
brain-based RDMs of the pre-condition and the Feature-Based Model (orange)
and the post-training correlation results (rpost) between the brain-based RDMs
of the post-condition and the Feature-Based Model (blue) are presented. Signif-
icant correlations between the post-training RDMs and Feature-Based Model,
before correction, are marked by blue significance bars. Periods of significance
with correction are marked by asterisks.

RDMs and Perceptual Model, before correction, was found ap-
proximately 180 ms to 220 ms following the onset of MISSIVE
cues. No significant correlation, before correction, was found be-
tween the post-training RDMs and Perceptual Model. Following
correction via the permutation analysis, significant correlation
between the pre-training RDMs and Perceptual Model was only
found at the 9th time bin (r = 0.355, p < 0.05), approximately
180–200 ms following MISSIVE cue actuation.

B. Feature-Based Model Correlation

Next, we evaluated how the neural representation of haptic
cues in the pre- and post-training conditions related to the
Feature-Based Model. Fig. 11 shows the results for the cor-
relations with the Feature-Based Model, considered over the
same time range as the previous correlation results. Significant
correlations between the post-training RDMs and Feature-Based
Model, before correction, were found over three different time
periods. The first period occurred approximately 20–80 ms after
MISSIVE cue actuation. The next two periods of significance
occurred approximately between 300 and 480 ms following
MISSIVE cue actuation; the first of these intervals spanning
300–380 ms and the second ranging from 400–480 ms. No
significant correlation, before correction, was found between the
pre-training RDMs and Feature-Based model. Following correc-
tion via the permutation analysis, significant correlation between
the post-training RDMs and Feature-Based Model were found
over two time periods. The first was approximately 60–80 ms
following MISSIVE cue actuation, corresponding to the 3rd time
bin (r = 0.436, p < 0.01). The second was found approximately
420–480 ms following MISSIVE cue actuation, from the 21st
to 23rd time bin (r = 0.411, p < 0.01; r = 0.326, p < 0.05;
r = 0.305, p < 0.05).
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C. Perceptual to Feature-Based Model Correlation

The Perceptual and Feature-Based model spaces were found
to be significantly correlated with a Spearman’s correlation
coefficient of r = 0.65 (p < 0.0001).

IV. DISCUSSION

We evaluated an EEG-RSA framework as a method to quan-
tify how the neural representation of haptic cues changes after
cross-modal associative training, on a multimodal, haptic device
(The MISSIVE). For a use-case scenario, we developed brain-
based representational spaces capturing the similarity space
of the multimodal haptic cues both before and after training.
Then, to determine if our EEG-RSA framework may be a
reliable approach to track changes that occur in the brain, we
compared these neural representational spaces to models that
were strategically developed to capture how the individual’s
sensitivity to haptic cues may change after exposure. Since the
goal of this use-case analysis was not to track changes specific to
haptic-phoneme learning following association training, we do
not report on phoneme training performance. For our purposes,
the association task was somewhat arbitrary and simply offered
prolonged exposure to the haptic cues.

Our first hypothesis investigated if the neural representation of
haptic cues before training reflected perceptual confusion of the
cue space that a naïve population may experience. We compared
the Perceptual Model space to the neural representation of haptic
cues at every time bin, both before and after training. Results for
the Perceptual Model Correlation showed correlation between
the Perceptual Model and the neural representation of haptic
cues was statistically significant for a small time range before
training, but there was no significant correlation between the
Perceptual Model and neural representational space of cues
after training. Specifically, we found a significant correlation
between the Perceptual Model and the pre-training RDM at the
9th time bin, which is approximately 180–200 ms after the start
of MISSIVE cues. This significant result suggests that prior to
training on the MISSIVE device, the neural response reflects
perceptual confusion that a novice population may experience
with multimodal cues. Individuals interacting with multimodal
haptic cues for the first time may make common perceptual er-
rors as to what features are felt and confuse the overall cues [46],
[56]. This is even more likely when haptic features may cause
masking effects [63], adding complexity to how well subjects
can make out the distinct features of a multimodal haptic cue. It is
understandable that the neural response to MISSIVE cues in the
pre-training condition, before the subject familiarized himself
with the haptic cues via association training, reflects common
perceptual confusion between MISSIVE haptic cues.

Our second hypothesis investigated if the neural representa-
tion of haptic cues after training reflected feature differences
(e.g., vibration, squeeze, stretch) between the cues. We com-
pared the Feature-Based Model space to the neural represen-
tation of haptic cues at every time bin, both before and af-
ter training. Results for the Feature-Based Model Correlation
showed correlation between the Feature-Based Model and the
neural representation of haptic cues was statistically significant

for multiple time regions after training, but there was no signif-
icant correlation between the Feature-Based Model and neural
representational space of cues before training. Specifically, we
found a significant correlation between the Feature-Based Model
and post-training RDMs at the 3rd time bin, approximately
60–80 ms after the start of MISSIVE cues, as well as from the
21st to 23rd time bins, approximately 420–480 ms following
MISSIVE cue actuation. This result, that correlations between
the brain-based representational space and Feature-Based Model
were significant following MISSIVE training, but not prior to
training, suggests that training leads to a sharpening of the
sensory response to the multimodal haptic cues. This is captured
by the brain-based response more precisely tracking the specific
features in each haptic cue post training. If the individual was not
sensitive to the unique features, response to each cue should re-
flect neural patterns that are more similar to each other. However,
if the individual becomes more sensitive to the MISSIVE cue
features, cues that are closer to each other in terms of feature
space should be more similar than cues that are farther apart,
which our results reflect.

Significant correlations between the models and brain RDMs
indicate that the model representational structure is reflected
in the neural patterns. However, the model may not be sig-
nificantly correlated to the brain-based RDMs, which make
up the brain-based representational space, at every time point
considered. Speculatively, this could be due to more significant
regions being time-locked to specific Somatosensory Evoked
Potentials (SEPs), which can occur due to natural or mechanical
stimulation at the surface of the skin [21], [64], [65], [66].
Each MISSIVE cue includes several feature components that
perturb the surface of the skin (e.g., vibration, stretch, and
squeeze), so SEPs present in the 30-channel ERP waveforms
would subsequently influence the 9× 9 brain-based RDMs used
for the correlation analysis over time, where RDMs at time bins
that align with the timing of unique SEP components may hold
the most relevant (i.e., significant) neural information. In future
work, it may be important to characterize SEPs time-locked to
each unique MISSIVE feature, for both the pre- and post-training
conditions, such that we can gain more insight into the timings
of significant results.

Finally, we completed a model to model comparison, and
found that the Perceptual and Feature-Based models were signif-
icantly correlated based on a Spearman’s Rank correlation. This
is an interesting and promising result, as only the pre-training
neural similarity space was significantly correlated with the
Perceptual Model space and only the post-training neural simi-
larity space was significantly correlated with the Feature-Based
Model space. This double dissociation suggests that both models
capture the representational structure of the haptic cues, in terms
of the cues’ similarity to one another, however the EEG is able to
reflect small nuances of the models that capture how the neural
space may shift with training.

Our results show promise for an EEG-RSA approach to track
representational changes at the neural level that occur following
haptic association learning. Specifically, our framework showed
that we can quantify neural changes in how multimodal haptic
cues are represented with respect to other cues. The flexibility of
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this approach allowed us to test models that were strategically
hypothesized and designed to capture how the neural representa-
tional space of unique multimodal haptic cues may change after
training on the wearable device. The first model represented cues
with respect to others based on their perceptual confusability,
where perceptually more similar cues should be confused more
often, and the second model represented cues based on the
similarity of their mechanical features. By testing two different
models, we demonstrated the versatility and robustness of an
EEG-RSA approach and tracked how the sensitivity to haptic
cues changed with extended training on the multimodal device
and specifically how the representational space of the cues may
be structured. We were even able to capture that the nuanced
features of each model were uniquely reflected in the brain-based
similarity spaces, as the two models themselves were correlated,
but only the Perceptual Model was significantly correlated with
the pre-training neural space and only the Feature-Based Model
was significantly correlated with the post-training space.

Other groups have used RSA to investigate haptic per-
ception [39], [40], [41]. However, the only other group, to
our knowledge, that considered an RSA approach inline with
that of tracking neural correlates of haptic learning was Mal-
one et al. [42]. They used an fMRI-RSA approach to inves-
tigate the neural mechanisms of vibrotactile categorization on
a unimodal haptic device, and claim to be the first group to
characterize the neural mechanisms of perceptual categorization
of trained vibrotactile stimuli in humans. In their work, subjects
trained to categorize vibrotactile cues presented on the arm into
two different groups, and then fMRI responses were measured
during a categorization task with the trained stimuli. To eval-
uate the perceptual categorization space of the somatosensory
system, Malone et al. compared the neural (dis)similarity space
to two models, one that was representative of the perceptual
similarity of cues and the other that was representative of the
categories which each stimulus was trained to be in. They
found that their models captured neural representation of cues
and specifically that perceptual and categorical selectivity were
represented in different regions of the brain [42]. However,
their work, as well as the majority of RSA studies investigating
haptic perception [39], [40], [41], is limited to fMRI analysis,
and further restricted to unimodal haptic devices, often utiliz-
ing continuous-time features to transmit vibrotactile cues. Our
results show promise to extend RSA to EEG-based frameworks
while considering cue delivery on multimodal haptic devices.
This is crucial as EEG is more affordable and accessible to
the haptics community, as well as compatible with haptic de-
vices [21]. Furthermore, haptic researchers are moving away
from purely unimodal devices as multimodal devices are be-
coming much more prevalent in haptic applications [1], [46],
[47], [48], [49], [50], [51].

Beyond our promising results, our use-case analysis was
limited to the first phase of successful cross-modal associative
learning, accurate perception of the multimodal cues. In future
work, we plan to extend our approach to the second part of
cross-modal associative learning, where individuals must suc-
cessfully learn and retain mappings between visual or auditory
modalities and that of tactile cues. Our framework could be used

to assess if the brain-based similarity space is shaped by the
representational similarity space of what it is being associated
with, such as phonemes. Although our current analysis may not
provide a comparison to the phonological space, our use-case
analysis provides a good assessment of the potential feasibility
of EEG-RSA to track haptic learning. In future work, we plan
to test our EEG-RSA approach on more participants, to account
for individual variability and further verify the versatility and
robustness of our methodology. Furthermore, it should be noted
that by considering full-scalp EEG, we ignore questions related
to the topology of brain activity due to haptic stimulation.
Although these should be addressed in future work, already we
see evidence that with just four days of practice on the MIS-
SIVE device, there are changes in the overall neural structure.
Specifically, we observe changes in the neural representation
of how these cues are processed, where the individual becomes
better at distinguishing at least the somatosensory features. It
was not obvious that RSA with EEG would capture this, so it
is an exciting finding for using neural signals to track haptic
learning.

V. CONCLUSION

We conducted an exploratory study (N = 1) to evaluate
RSA as a general method to track neural correlates of haptic
learning. We aimed to address if we could track neural changes
associated with training on a multifeatured haptic device with
our framework, and restricted the scope of our analysis to the first
phase of successful cross-modal associative learning, accurate
perception of the multimodal cues. We evaluated how the sensi-
tivity to multifeatured cues changed after training. We developed
two models that were hypothesized to be representative of the
neural space both before and after training, and evaluated if the
sensory space to haptic cues changed with directed practice.
Specifically, we considered if learning on a multifeatured haptic
device made individuals more sensitive to the haptic cues. Re-
sults suggest that, prior to training, the neural representation of
haptic cues reflects perceptual responses to cues experienced
in a naïve population. Training leads to a sharpening of the
sensory response to haptic cues, such that after training the
neural representation of haptic cues starts to reflect the features
of the cues themselves. Overall, our analysis supports feasibility
of an EEG-RSA approach to investigate training for associative
learning on multimodal haptic devices.

ACKNOWLEDGMENT

Any opinions, findings, and conclusions or recommendations
expressed in this material are those of the author(s) and do not
necessarily reflect the views of the NSF or NIH.

REFERENCES

[1] N. Dunkelberger et al., “A multisensory approach to present phonemes as
language through a wearable haptic device,” IEEE Trans. Haptics, vol. 14,
no. 1, pp. 188–199, Jan.-Mar. 2021.

[2] C. M. Reed, H. Z. Tan, Y. Jiao, Z. D. Perez, and E. C. Wilson, “Identification
of words and phrases through a phonemic-based haptic display: Effects
of inter-phoneme and inter-word interval durations,” ACM Trans. Appl.
Percep., vol. 18, no. 3, pp. 1–22, 2021.

Authorized licensed use limited to: Fondren Library Rice University. Downloaded on October 06,2023 at 05:24:53 UTC from IEEE Xplore.  Restrictions apply. 



434 IEEE TRANSACTIONS ON HAPTICS, VOL. 16, NO. 3, JULY-SEPTEMBER 2023

[3] C. M. Reed et al., “A phonemic-based tactile display for speech commu-
nication,” IEEE Trans. Haptics, vol. 12, no. 1, pp. 2–17, Jan.-Mar. 2019.

[4] G. Luzhnica, E. Veas, and V. Pammer, “Skin reading: Encoding text in a
6-Channel haptic display,” in Proc. Int. Symp. Wearable Comput., 2016,
pp. 148–155.

[5] S. Zhao, A. Israr, F. Lau, and F. Abnousi, “Coding tactile symbols for
phonemic communication,” in Proc. CHI Conf. Hum. Factors Comput.
Syst., 2018, pp. 1–13.

[6] S. D. Novich and D. M. Eagleman, “Using space and time to en-
code vibrotactile information: Toward an estimate of the skin’s achiev-
able throughput,” Exp. Brain Res., vol. 233, no. 10, pp. 2777–2788,
2015.

[7] H. Z. Tan et al., “Acquisition of 500 English words through a TAc-
tile phonemic sleeve (TAPS),” IEEE Trans. Haptics, vol. 13, no. 4,
pp. 745–760, Oct.-Dec. 2020.

[8] M. V. Perrotta, T. Asgeirsdottir, and D. M. Eagleman, “Deciphering
sounds through patterns of vibration on the skin,” Neuroscience, vol. 458,
pp. 77–86, 2021.

[9] B. Jumet et al., “A textile-based approach to wearable haptic devices,” in
Proc. IEEE 5th Int. Conf. Soft Robot., 2022, pp. 741–746.

[10] T. Kim, Y. A. Shim, and G. Lee, “Heterogeneous stroke: Using
unique vibration cues to improve the wrist-worn spatiotemporal tac-
tile display,” in Proc. CHI Conf. Hum. Factors Comput. Syst., 2021,
pp. 1–12.

[11] Y.-C. Liao, Y.-L. Chen, J.-Y. Lo, R.-H. Liang, L. Chan, and B.-Y. Chen,
“EdgeVib: Effective alphanumeric character output using a wrist-worn
tactile display,” in Proc. 29th Annu. Symp. User Interface Softw. Technol.,
2016, pp. 595–601.

[12] K. Bark et al., “Effects of vibrotactile feedback on human learning of arm
motions,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 23, no. 1, pp. 51–63,
Jan. 2015.

[13] J. L. Sullivan, S. Pandey, M. D. Byrne, and M. K. O’Malley, “Haptic
feedback based on movement smoothness improves performance in a
perceptual-motor task,” IEEE Trans. Haptics, vol. 15, no. 2, pp. 382–391,
Apr.-Jun. 2022.

[14] S. L. Norman, A. J. Doxon, B. T. Gleeson, and W. R. Provancher, “Planar
hand motion guidance using fingertip skin-stretch feedback,” IEEE Trans.
Haptics, vol. 7, no. 2, pp. 121–130, Apr.-Jun. 2014.

[15] A. A. Stanley and K. J. Kuchenbecker, “Evaluation of tactile feedback
methods for wrist rotation guidance,” IEEE Trans. Haptics, vol. 5, no. 3,
pp. 240–251, Third Quarter 2012.

[16] S. Handelzalts, G. Ballardini, C. Avraham, M. Pagano, M. Casadio,
and I. Nisky, “Integrating tactile feedback technologies into home-based
telerehabilitation: Opportunities and challenges in light of COVID-19
pandemic,” Front. Neurorobot., vol. 15, 2021, Art. no. 617636.

[17] J. Jung et al., “Speech communication through the skin: Design of learning
protocols and initial findings,” in Proc. Int. Conf. Des., User Experience,
Usability, 2018, pp. 447–460.

[18] F. K. Nahm, D. Tranel, H. Damasio, and A. R. Damasio, “Cross-modal
associations and the human amygdala,” Neuropsychologia, vol. 31, no. 8,
pp. 727–744, 1993.

[19] B. Odegaard, D. R. Wozny, and L. Shams, “A simple and efficient
method to enhance audiovisual binding tendencies,” PeerJ, vol. 5, 2017,
Art. no. e3143.

[20] J. Chen, R. Turcott, P. Castillo, W. Setiawan, F. Lau, and A. Israr, “Learning
to feel words: A comparison of learning approaches to acquire haptic
words,” in Proc. 15th ACM Symp. Appl. Percep., 2018, pp. 1–7.

[21] H. Alsuradi, W. Park, and M. Eid, “EEG-based neurohaptics research: A
literature review,” IEEE Access, vol. 8, pp. 49313–49328, 2020.

[22] S. L. Wise, S. Im, and J. Lee, “The impact of disengaged test taking
on a state’s accountability test results,” Educ. Assessment, vol. 26, no. 3,
pp. 163–174, 2021.

[23] A. Takai et al., “Investigation on the neural correlates of haptic training,”
in Proc. IEEE Int. Conf. Syst. Man Cybern., 2018, pp. 519–523.

[24] D. B. Headley and N. M. Weinberger, “Relational associative learning
induces cross-modal plasticity in early visual cortex,” Cereb. Cortex,
vol. 25, no. 5, pp. 1306–1318, 2013.

[25] R. Tibon, D. Fuhrmann, D. A. Levy, J. S. Simons, and R. N. Henson,
“Multimodal integration and vividness in the angular gyrus during episodic
encoding and retrieval,” J. Neurosci., vol. 39, no. 22, pp. 4365–4374,
2019.

[26] R. Vincis and A. Fontanini, “Associative learning changes cross-modal
representations in the gustatory cortex,” Elife, vol. 5, 2016, Art. no. e16420.

[27] S. E. Bosch, J. F. Jehee, G. Fernández, and C. F. Doeller, “Reinstatement
of associative memories in early visual cortex is signaled by the hippocam-
pus,” J. Neurosci., vol. 34, no. 22, pp. 7493–7500, 2014.

[28] A. Clarke, B. M. Roberts, and C. Ranganath, “Neural oscillations during
conditional associative learning,” NeuroImage, vol. 174, pp. 485–493,
2018.

[29] R. J. Zatorre, R. D. Fields, and H. Johansen-Berg, “Plasticity in gray and
white: Neuroimaging changes in brain structure during learning,” Nature
Neurosci., vol. 15, no. 4, pp. 528–536, 2012.

[30] O. Tymofiyeva and R. Gaschler, “Training-induced neural plasticity in
youth: A systematic review of structural and functional MRI studies,”
Front. Hum. Neurosci., vol. 14, 2021, Art. no. 579.

[31] N. Kriegeskorte, M. Mur, and P. Bandettini, “Representational similarity
analysis - connecting the branches of systems neuroscience,” Front. Syst.
Neurosci., vol. 2, 2008, Art. no. 4.

[32] N. Kriegeskorte, “Pattern-information analysis: From stimulus decoding
to computational-model testing,” NeuroImage, vol. 56, no. 2, pp. 411–421,
2011.

[33] N. Kriegeskorte and R. A. Kievit, “Representational geometry: Integrating
cognition, computation, and the brain,” Trends Cogn. Sci., vol. 17, no. 8,
pp. 401–412, 2013.

[34] H. Nili, C. Wingfield, A. Walther, L. Su, W. Marslen-Wilson, and N.
Kriegeskorte, “A toolbox for representational similarity analysis,” PLOS
Comput. Biol., vol. 10, no. 4, pp. 1–11, 2014.

[35] T. Grootswagers, S. G. Wardle, and T. A. Carlson, “Decoding dynamic
brain patterns from evoked responses: A tutorial on multivariate pattern
analysis applied to time series neuroimaging data,” J. Cogn. Neurosci.,
vol. 29, no. 4, pp. 677–697, 2017.

[36] S. Fischer-Baum, D. Bruggemann, I. F. Gallego, D. S. Li, and E. R.
Tamez, “Decoding levels of representation in reading: A representational
similarity approach,” Cortex, vol. 90, pp. 88–102, 2017.

[37] L. Wang et al., “Neural evidence for the prediction of animacy features
during language comprehension: Evidence from MEG and EEG represen-
tational similarity analysis,” J. Neurosci., vol. 40, no. 16, pp. 3278–3291,
2020.

[38] B. J. Devereux, A. Clarke, A. Marouchos, and L. K. Tyler, “Represen-
tational similarity analysis reveals commonalities and differences in the
semantic processing of words and objects,” J. Neurosci., vol. 33, no. 48,
pp. 18906–18916, 2013.

[39] F. Perini, T. Powell, S. J. Watt, and P. E. Downing, “Neural representations
of haptic object size in the human brain revealed by multivoxel fMRI
patterns,” J. Neuriophysiol., vol. 124, no. 1, pp. 218–231, 2020.

[40] L. Tamè, R. Tucciarelli, R. Sadibolova, M. I. Sereno, and M. R. Longo,
“Reconstructing neural representations of tactile space,” NeuroImage,
vol. 229, 2021, Art. no. 117730.

[41] J. H. Kryklywy, M. R. Ehlers, A. O. Beukers, S. R. Moore, R. M. Todd, and
A. K. Anderson, “Decoding representations of discriminatory and hedonic
information during appetitive and aversive touch,” bioRxiv, 2021.

[42] P. S. Malone et al., “Neural mechanisms of vibrotactile categorization,”
Hum. Brain Mapping, vol. 40, no. 10, pp. 3078–3090, 2019.

[43] M. S. Rahman, K. A. Barnes, L. E. Crommett, M. Tommerdahl, and J. M.
Yau, “Auditory and tactile frequency representations are co-embedded in
modality-defined cortical sensory systems,” NeuroImage, vol. 215, 2020,
Art. no. 116837.

[44] A. Erwin, M. K. O’Malley, D. Ress, and F. Sergi, “Kinesthetic feedback
during 2DOF wrist movements via a novel MR-compatible robot,” IEEE
Trans. Neural Syst. Rehabil. Eng., vol. 25, no. 9, pp. 1489–1499, Sep. 2017.

[45] P. S. Malone, S. P. Eberhardt, E. T. Auer, R. Klein, L. E. Bernstein, and M.
Riesenhuber, “Neural basis of learning to perceive speech through touch
using an acoustic-to-vibrotactile speech sensory substitution,” bioRxiv,
2021.

[46] J. L. Sullivan et al., “Multi-sensory stimuli improve distinguishability of
cutaneous haptic cues,” IEEE Trans. Haptics, vol. 13, no. 2, pp. 286–297,
Apr.-Jun. 2020.

[47] N. Dunkelberger et al., “Conveying language through haptics: A multi-
sensory approach,” in Proc. ACM Int. Symp. Wearable Comput., 2018,
pp. 25–32.

[48] E. Pezent, P. Agarwal, J. Hartcher-O’Brien, N. Colonnese, and M.
K. O’Malley, “Design, control, and psychophysics of Tasbi: A force-
controlled multimodal haptic bracelet,” IEEE Trans. Robot., vol. 38, no. 5,
pp. 2962–2978, Oct. 2022.

[49] Z. A. Zook, O. O. Ozor-Ilo, G. T. Zook, and M. K. O’Malley, “Snaptics:
Low-cost open-source hardware for wearable multi-sensory haptics,” in
Proc. IEEE World Haptics Conf., 2021, pp. 925–930.

[50] S. Casini, M. Morvidoni, M. Bianchi, M. Catalano, G. Grioli, and A.
Bicchi, “Design and realization of the CUFF - clenching upper-limb force
feedback wearable device for distributed mechano-tactile stimulation of
normal and tangential skin forces,” in Proc. IEEE/RSJ Int. Conf. Intell.
Robots Syst., 2015, pp. 1186–1193.

Authorized licensed use limited to: Fondren Library Rice University. Downloaded on October 06,2023 at 05:24:53 UTC from IEEE Xplore.  Restrictions apply. 



MACKLIN et al.: RSA FOR TRACKING NEURAL CORRELATES OF HAPTIC LEARNING 435

[51] L. Meli, I. Hussain, M. Aurilio, M. Malvezzi, M. K. O’Malley, and D.
Prattichizzo, “The hBracelet: A wearable haptic device for the distributed
mechanotactile stimulation of the upper limb,” IEEE Robot. Automat. Lett.,
vol. 3, no. 3, pp. 2198–2205, Jul. 2018.

[52] M. Behrmann and C. Ewell, “Expertise in tactile pattern recognition,”
Psychol. Sci., vol. 14, no. 5, pp. 480–486, 2003.

[53] R. Lawson and S. Bracken, “Haptic object recognition: How important are
depth cues and plane orientation ?,” Perception, vol. 40, no. 5, pp. 576–597,
2011.

[54] R. Lawson and S. Bracken, “Generating complex three-dimensional stim-
uli (greebles) for haptic expertise training,” Behav. Res. Methods, vol. 37,
no. 2, pp. 353–358, 2005.

[55] J. S. Chan, T. Maucher, J. Schemmel, D. Kilroy, F. N. Newell, and K. Meier,
“The virtual haptic display: A device for exploring 2-D virtual shapes in
the tactile modality,” Behav. Res. Methods, vol. 39, no. 4, pp. 802–810,
2007.

[56] N. Dunkelberger et al., “Improving perception accuracy with multi-sensory
haptic cue delivery,” in Int. Conf. Hum. Haptic Sens. Touch Enabled
Comput. Appl., 2018, pp. 289–301.

[57] P. Schroeder, T. T. Schmidt, and F. Blankenburg, “Neural basis of so-
matosensory target detection independent of uncertainty, relevance, and
reports,” eLife, vol. 8, 2019, Art. no. e43410.

[58] A. K. Robinson, A. N. Rich, and A. Woolgar, “Linking the brain with
behavior: The neural dynamics of success and failure in goal-directed
behavior,” J. Cogn. Neurosci., vol. 34, no. 4, pp. 639–654, 2022.

[59] M. G. Philiastides and P. Sajda, “Temporal characterization of the neural
correlates of perceptual decision making in the human brain,” Cereb.
Cortex, vol. 16, no. 4, pp. 509–518, 2005.

[60] S. J. Luck, An Introduction to the Event-Related Potential Technique, 2nd
ed.Cambridge, MA, USA: MIT Press, 2014.

[61] R. Näätänen, P. Paavilainen, T. Rinne, and K. Alho, “The mismatch
negativity (MMN) in basic research of central auditory processing: A
review,” Clin. Neuriophysiol., vol. 118, no. 12, pp. 2544–2590, 2007.

[62] A. Delorme and S. Makeig, “EEGLAB: An open source toolbox for
analysis of single-trial EEG dynamics including independent component
analysis,” J. Neurosci. Methods, vol. 134, no. 1, pp. 9–21, 2004.

[63] Z. A. Zook, J. J. Fleck, and M. K. O’Malley, “Effect of tactile masking
on multi-sensory haptic perception,” IEEE Trans. Haptics, vol. 15, no. 1,
pp. 212–221, Jan.-Mar. 2022.

[64] H. Pratt, “Sensory ERP components,” in The Oxford Handbook of Event-
Related Potential Components, vol. 12. London, U.K.: Oxford Univ. Press,
2011.

[65] H. Pratt, D. Politoske, and A. Starr, “Mechanically and electrically evoked
somatosensory potentials in humans: Effects of stimulus presentation rate,”
Electroencephalogr. Clin. Neuriophysiol., vol. 49, no. 3, pp. 240–249,
1980.

[66] L. d. S. F. H. Schomer and L. Donald, Niedermeyer’s Electroencephalog-
raphy: Basic Principles, Clinical Applications, and Related Fields 7th ed.
Oxford Univ: Oxford Univ. Press, 2018.

Alix S. Macklin (Graduate Student Member, IEEE)
received the B.Sc. degree in mechanical engineering
from The Georgia Institute of Technology, Atlanta,
GA, USA, in 2018, and the M.S. degree in electrical
and computer engineering in 2021 from Rice Univer-
sity, Houston, TX, USA,where she is currently work-
ing toward the Ph.D. degree in electrical and computer
engineering. She is a member of the Mechatronics and
Haptic Interfaces Laboratory.

Jeffrey M. Yau received the B.S. degree in psychol-
ogy from the University of North Carolina at Chapel
Hill, Chapel Hill, NC, USA, in 2003, and the Ph.D.
degree in neuroscience from Johns Hopkins Univer-
sity, Baltimore, MD, USA, in 2009. He is currently an
Associate Professor in neuroscience with the Baylor
College of Medicine, Houston, TX, USA.

Simon Fischer-Baum received the B.A. degree in
neuroscience and behavior from Columbia Univer-
sity, New York, NY, USA, in 2003, and the Ph.D.
degree in cognitive science from Johns Hopkins Uni-
versity, Baltimore, MD, USA, in 2011. He is currently
an Associate Professor in psychological sciences with
Rice University, Houston, TX, USA and the Program
Director of the social, behavioral, and Economic Sci-
ences Directorate with the National Science Founda-
tion, Alexandria, VA, USA.

Marcia K. O’Malley (Fellow, IEEE) received the
B.S. degree in mechanical engineering from Purdue
University, West Lafayette, IN, USA, in 1996, and the
M.S. and Ph.D. degrees in mechanical engineering
from Vanderbilt University, Nashville, TN, USA, in
1999 and 2001, respectively. She is currently the
Thomas Michael Panos Family Professor in mechan-
ical engineering, in computer science, and in electri-
cal and computer engineering with Rice University,
Houston, TX, USA, and directs the Mechatronics and
Haptic Interfaces Laboratory.

Authorized licensed use limited to: Fondren Library Rice University. Downloaded on October 06,2023 at 05:24:53 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


