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On the Ability of Humans to Haptically Identify
and Discriminate Real and Simulated Objects

Abstract

The ability of human subjects to identify and discriminate
between different-sized real objects was compared with
their ability to identify and discriminate between different-
sized simulated objects generated by a haptic interface. This
comparison was additionally performed for cases of limited
force and limited stiffness output from the haptic device,

which in effect decrease the fidelity of the haptic simulation.

Results indicate that performance of size-identification tasks
with haptic-interface hardware capable of a minimum of 3
N of maximum force output can approach performance in
real environments, but falls short when virtual surface stiff-
ness is limited. For size-discrimination tasks, performance in
simulated environments was consistently lower than perfor-
mance in a comparable real environment. Interestingly, sig-
nificant variations in the fidelity of the haptic simulation do
not appear to significantly alter the ability of a subject to
identify or discriminate between the types of simulated ob-
jects described herein.

1 Introduction

The primary purpose of a haptic interface is to
present an effective simulated mechanical environment
to a human user. Though several published studies exist
that compare the quality or effectiveness of various hap-
tic simulation techniques relative to other simulation
techniques, relatively few experimental comparisons ex-
ist that directly compare human performance in a hapti-
cally simulated environment relative to their perfor-
mance in a real environment.

There is a vast amount of literature on human haptic
recognition (identification) and discrimination of size in
real environments. Several of these studies focus specifi-
cally on perception via a handheld probe (Chan & Tur-
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vey, 1991; Barac-Cikoja & Turvey, 1995); however,
they do not address perceptual performance in simu-
lated environments. Another body of literature presents
studies that compare performance of tasks in simulated
and real environments, including those by Buttolo,
Kung, and Hannaford (1995); Shimojo, Shinohara, and
Fukui (1997); West and Cutkosky (1997); Richard,
Coiffet, Kheddar, and England (1999), and Unger et al.
(2001). The studies by Buttolo et al., Richard et al., and
Unger et al. all compare task-completion times for both
real and simulated tasks. The experiments of Buttolo et
al. indicated that the completion times for the real and
simulated tasks were nearly the same. For a different set
of experimental conditions, however, Richard et al. and
Unger et al. reported significant increases in task-
completion times for the simulated versus real tasks.
Unlike these prior works, West and Cutkosky compared
the ability of human subjects to identify spatial fre-
quency in real and simulated sinusoidally varying tex-
tured surfaces. Their experiments indicated that the
ability of a human to identify spatial frequency was im-
paired in the simulated versus real cases. Finally, Shi-
mojo et al. performed comparisons in shape recognition
between simulated and real objects for a pin-matrix-type
tactile display. Their experiments also indicated that the
ability of human subjects to identify shapes was im-
paired by the tactile interface.

This paper characterizes the ability of humans to
identify and discriminate shape primitives simulated
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Figure 1. Photograph of the real blocks and the environment for a

square-object size-discrimination task.

with a haptic interface as compared to their performance
of the same identification and discrimination tasks for
real shape primitives. Shape primitives are defined as
simple 3D shapes that can be combined to form more
complex 3D objects. In this case, square cross-section
and semicircular cross-section objects constitute the
shape primitives. This study further investigates the per-
formance of humans in identification and discrimination
tasks in a virtual environment for the cases of limited

force and stiffness output.

2 Methods
2.1 Testing Environments

The real environment used for the perception tests
incorporated round and square cross-section shape
primitives fabricated from acrylic, as shown in Figure 1.
These objects were presented on an aluminum base-
plate, which was fitted with four dowels that were used
to secure the shape primitives to the baseplate. The
dowels were arranged such that one block could be
placed on the center of the baseplate (as was the proce-
dure for size-identification experiments), or two blocks
could be placed side by side for discrimination tasks.
Figure 2 indicates the dimensions of the aluminum plate
and the nominal dimensions of one of the acrylic shape
primitives. A smooth-tipped aluminum stylus was fabri-
cated to probe the shapes. The surfaces of all blocks
were smooth to minimize friction (which was not mod-
eled in the simulated environments). Contact paper on
the surface of the blocks ensured that any machining
irregularities could not be used as cues in the identifica-
tion or discrimination tasks. Audio cues that arose dur-
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Figure 2. Dimensions of aluminum plate and acrylic blocks used in

real-environment experiments.

ing the experiments were masked by the sound of fans
for the haptic device’s motor amplifiers.

The simulated environment was constructed to emu-
late the experimental setup shown in Figure 1. As such,
the simulation included a “baseplate,” along with variable-
sized round and square cross-section shape primitives of
the same dimensions shown in Figure 1. The simula-
tions were performed with a three degree-of-freedom
point-contact force-reflecting haptic interface, shown in
Figure 3, which was designed to exhibit minimal rota-
tional inertia, minimal friction forces, zero backlash, and
maximum link stiffness (Perry, 1997), physical char-
acteristics that are generally known to facilitate high-
fidelity haptic simulations (Ellis, Ismaeil, & Lipsett,
1993). The interface was used as an impedance operator
for the haptic simulations, and as such, the 3D motion
of the stylus endpoint was measured and the 3D force
vector corresponding to the rendered haptic environ-
ment was displayed. The surfaces were simulated as a
simple unilateral spring and damper at a sampling fre-
quency of 3000 Hz. System bandwidth is approximately
100 Hz, limited by first-order low pass filters placed on
cach of the motor torque command signals. This partic-
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Figure 3. Test subject seated at testing station for simulated-

environment experiments.

ular apparatus is capable of displaying constant forces of
over 10 N in the spatial region of the haptically dis-
played objects, and peak forces of roughly 40 N.

In order to test the real and simulated environments
under what were considered like circumstances, the real-
environment interactions were constrained via a probe,
rather than allowing the subjects to use a more natural
configuration of the hand. Recent findings of Lederman
and Klatsky (2004 ) show that constrained manipulation
involves a loss of information transfer to the subject by
climinating spatially distributed information and relay-
ing it in a sequential manner. This ultimately results in
significantly lower performance in tasks performed with
a probe as compared to those with the real hand. Based
on these findings, the subjects were constrained to in-
teract with both the real and simulated environments via
a probe.

It is expected that performance in the real environ-
ment will not differ much from that in the high- or low-
fidelity simulated environments. This hypothesis is
based on prior work that showed limited improvements
in task performance in the virtual environments for
forces and stiffnesses greater than 3 N and 470 N/m,

respectively. Further, it is hypothesized that force has
less of an effect on performance than stiftness, since rela-
tively low values of force were sufficient whereas higher
values of stiffness (relative to the achievable limit of the
device) were necessary to reach the same level of perfor-

mance.

2.2 Experimental Desigh and
Procedures

Size-identification and size-discrimination experi-
ments were performed in both real and simulated envi-
ronments. For each experiment (identification or dis-
crimination), the between-subjects factor was the size
difference between objects, for which there were two
levels (2.5 mm and 5 mm). The within-subjects factors
included the object shape (two levels: square and
round) and the environment type (four levels: real,
high-fidelity simulated, low-fidelity simulated [force];
and low-fidelity simulated [stiffness]). Six subjects per-
formed experiments in each of the simulated environ-
ments, and 13 subjects performed experiments in the
real environment. The factors and levels are summarized
in Table 1.

2.2.1 Size ldentification. Size-identification
tasks determine the ability of a test subject to classify
similarly shaped objects, presented one at a time, by size
alone. The identification of square cross-section shape
primitives (Experiment 1A) and semicircular cross-
section shape primitives (Experiment 1B) were con-
ducted separately using three sizes for each size differ-
ence set, as described by Figure 4 and Table 2. The ra-
dius of the smallest shape primitive was always 1 cm.
The medium and large sizes were generated by adding a
constant 4, the size difference (2.5 mm or 5 mm), to
this radius. Note that for square shaped primitives, the
“radius” corresponds to half the edge length.

2.2.2 Size Discrimination. Size-discrimination
experiments test the ability of a human subject to no-
tice size differences between objects placed side by

side. The discrimination of square cross-section shape
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Table 1. Experiment Details—Factors and Levels for all Experiments

Experiment Factors

Shape Size Environment type (Number of
Experiment No. primitive (mm) subjects in parentheses)
Real (13)

High-fidelity simulated (6)
Low-fidelity simulated (force) (6)
Low-fidelity simulated (stiffness) (6)
Real (13)

High-fidelity simulated (6)
Low-fidelity simulated (force) (6)
Low-fidelity simulated (stiffness) (6)
Real (13)

High-fidelity simulated (6)
Low-fidelity simulated (force) (6)
Low-fidelity simulated (stifftness) (6)
Real (13)

High-fidelity simulated (6)
Low-fidelity simulated (force) (6)
Low-fidelity simulated (stiffness) (6)

Size identification 1A Square 2.5and 5

Size identification 1B Round 2.5and 5

Size discrimination 2A Square 2.5and 5

Size discrimination 2B Round 2.5and 5

Note: Object sizes correspond to half of object edge length for square cross-section shape primitives and to object
radius for round cross-section shape primitives.

~ = |
2 = v

= :
1’ g [P=1¥
/ o

P

Figure 4. Representation of square (left, Experiment |A) and round (right, Experiment [B) cross-section objects in three rendered sizes
showing object size difference, d.

primitives (Experiment 2A) and semicircular cross- 2.3 Quality of Haptic Simulation
section shape primitives (Experiment 2B) were con-

ducted separately using two size differences (2.5 mm Experiments 1 and 2 were conducted for the real
and 5 mm) for each shape primitive, as described by environment and for three different simulated environ-

Figure 5 and Table 1. ments corresponding to the maximum performance ca-
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Table 2. Object Sizes (mm) for each Test Session
(Experiments |A and IB)

Difference in

Session  Small Medium Large object size
number (1) (2) (3) (mm)—d4
1 10.00 12.50 15.00 2.50

2 10.00 15.00 20.00 5.00

pability of the haptic interface (i.e., high-fidelity simula-
tion) and two variations of decreased performance
(decreased-fidelity simulations). The high-fidelity per-
formance capability of the haptic interface corresponds
to a maximum continuous end-point force of 10 N, and
a maximum simulated surface stiffness of 1000 N/m.
The two lower fidelity performance conditions corre-
spond to limiting the maximum continuous endpoint
force to 3N and limiting the maximum simulated sur-
face stiffness to 470 N/m, respectively. The damping
coefficients used for the high- and low-fidelity stiffnesses
were 100 Ns/m and 47 Ns/m, respectively.

The values of maximum endpoint force and maxi-
mum virtual surface stiffness were chosen based on pre-
vious findings of the authors. Prior work has character-
ized the effect of maximum force output and varying
virtual surface stiftness on the ability of human subjects
to perform perceptual tasks including size identification
and size discrimination in a simulated environment
(O’Malley & Goldfarb 2002; 2004). For the force-
output experiments, results showed that 3 to 4 N of
maximum force feedback to the user was sufficient to
achieve good performance in the perception tasks, while
the hardware was capable of up to 10 N of continuous
force feedback. Higher levels of force feedback did not
produce better human performance in the tasks. In the
virtual surface stiffness experiments, test results indi-
cated that performance, measured as a percent correct
score in the perception experiments, improves in a non-
linear fashion as the maximum level of virtual surface
stiffness in the simulation increases. Further, test sub-
jects appeared to reach a limit in their perception capa-
bilities at maximum stiffness levels of 470 N /m, while

the hardware was capable of 1000 N/m of maximum
virtual surface stiftness. These results indicate that haptic
interface hardware may be able to convey sufficient per-
ceptual information to the user with relatively low levels
of maximum force output and virtual surface stiffness.
However, performance of these perceptual tasks in sim-
ulated and real environments has not been directly com-
pared, nor has performance in low-fidelity virtual envi-
ronments been compared to performance in real
environments. These performance comparisons are the

focus of this paper.

2.4 Experimental Protocol

2.4.1 Experiment |: Size ldentification. Ob-
jects were placed, one at a time, in front of the subject.
Each subject was asked to identify, via haptic interaction
with the stylus-type probe, whether the object was the
small, medium, or large object. The subject’s hand and
the environments, both simulated and real, were
shielded from view by a curtain. A single test session
consisted of one size difference, one shape primitive,
and one of the four environments. A training session
prior to each test session was used to familiarize the
subjects with the three sizes of objects they would be
classifying. Each subject completed two test sessions.
During the testing, subjects were presented cach of the
three sizes 15 times in a random order, for a total of 45
stimuli. Six subjects were tested in each of the simulated
environments, and 13 subjects were tested in the real
environment. The order of testing was randomized,
such that some subjects identified 2.5-mm size differ-
ences followed by 5-mm size differences, and some
identified 5-mm differences followed by 2.5-mm differ-
ences.

2.4.2 Experiment 2: Size Discrimination. For
each shape primitive (square or round cross-section),
two objects were placed side by side in front of each
subject. Each subject was asked to determine, via haptic
interaction with the stylus-type probe, which of the two

objects was larger. The subject’s hand and the environ-
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Figure 5. Model of the simulated environment for the square and round object size-discrimination task.

ments, both simulated and real, were shielded from view
by a curtain. A single test session consisted of all size
differences, one shape primitive, and one of the four
environments. A training session was allowed prior to
each test session that mimicked the actual experiment,
yet gave feedback after each user response. Training ses-
sions occurred in the same environment type that was to
be tested, and subjects were allowed to determine the
amount of training they underwent prior to each test
session. Fourteen trials of each stimulus pair were pre-
sented for each test, for a total of 28 trials per test ses-
sion. Six subjects were tested in each of the simulated
environments, and 13 subjects were tested in the real
environment.

3 Results

Table 1 reviews the factors and levels that were
implemented in the experiments. The dependent variable
for all test sessions was the mean accuracy achieved by a
subject for a given experiment-shape-size-environment
combination. Due to the varying number of subjects
that participated in the experiments, a 3-factor mixed
ANOVA using unequal #’s was used for statistical analy-
sis of the results, with size-identification and size-dis-
crimination results analyzed separately. For each experi-
ment, size difference was the within-subjects factor,
while shape primitive and environment type were the
between-subjects factors.

Results for the two experiments are presented in sec-
tions 3.1 and 3.2. For Experiments 1 and 2, pairwise
comparisons were analyzed to determine significant dit-
ferences between pairs of conditions. Tukey (1952;
1953) proposes a test designed specifically for pairwise

comparisons based on the studentized range, sometimes
called the “honestly significant difference test,” that
controls the MEER (Maximum Experimentwise Error
Rate) when the sample sizes are equal. Tukey (1953)
and Kramer (1956) independently propose a modifica-
tion for unequal cell sizes. This method has fared ex-
tremely well in Monte Carlo studies (Dunnett, 1980).
In addition, Hayter (1984) gives a proof that the
Tukey-Kramer procedure controls the MEER for means
comparisons, and Hayter (1989) describes the extent to
which the Tukey-Kramer procedure has been proven to
control the MEER for LS means comparisons. The
Tukey-Kramer method is more powerful than the Bon-
ferroni, Sidak, or Scheffe methods for pairwise compari-
sons.

Post hoc analyses, including higher level interactions
and a comparison to chance, are presented in section
3.3.

3.1 Experiment I: Size Ildentification

Figure 6 shows averaged results across subjects for
Experiment 1A for the four environment cases (real,
simulated high fidelity, simulated limited force, and sim-
ulated limited stiffness). As seen in the figure, the size
identification for the maximum quality simulation falls
within 10% of the real environment, followed closely by
the limited force, then stiffness cases. Figure 7 shows
averaged results across subjects for Experiment 1B for
the four environment cases.

Shape, size difference, and environment type were all
significant factors in the size-identification experiment
[Shape: F(1,189) = 12.64, f= 0.0005; Size: K1,
189) = 91.07, p < .0001; Environment type: K3,
189) = 5.04, p = 0.0007]. Pairwise comparisons for
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Figure 6. Performance comparison for Experiment | A (size identification of square shape primitives)
for the four environment cases.
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Figure 7. Performance comparison for Experiment |B (size identification of round shape primitives) for
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Figure 8. Performance comparison for Experiment 2A (size discrimination of square shape primitives)

for the four environment cases.

environment type indicate that mean accuracies in the
real environment and in the high-fidelity simulated envi-
ronment are significantly different from those in the
low-fidelity simulated environment where stiffness is
reduced from the maximum achievable value for the
haptic device, but not significantly different from perfor-
mance in the low-fidelity simulated environment where
maximum endpoint force is limited. Here we can con-
clude that for the size-identification task, performance
in a low-fidelity simulated environment where maxi-
mum output force is limited to 3 N is comparable to
performance in a high-fidelity simulated environment,
and to performance in a real environment. For limita-
tions in maximum virtual surface stiftness, performance
is degraded significantly as compared to performance in
a real or high-fidelity simulated environment. Therefore,
to ensure good performance of size-identification tasks,
designers should first aim to create simulated environ-
ments with high virtual surface stiffness, and should
treat maximum force output of the haptic device as a

secondary design goal.

3.2 Experiment 2: Size Discrimination

Figure 8 shows averaged results across subjects for
Experiment 2A for the four environment cases (real,
simulated high fidelity, simulated limited force, and sim-
ulated limited stiffness). Figure 9 shows averaged results
across subjects for Experiment 2B for the four environ-
ment cases. As seen in the figures, the size-discrimination
performance for the simulated environments approaches
that of the real environment, but in general falls short.

Size difference and environment type were significant
factors in the size-discrimination experiment, while
shape was not significant [Shape: K1, 165) = 1.14, p =
.2871; Size difterence: K1, 165) = 78.77, p < .0001;
Environment type: K3, 9.68), p < .0001]. Pairwise
comparisons for environment type indicate that mean
accuracies in the real environment are significantly dif-
ferent from those in any of the simulated environments.
Performance in the high-fidelity simulated environment
was not significantly different from that in either of the
low-fidelity simulated environments, which supports

prior work by the authors that showed that performance
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Figure 9. Performance comparison for Experiment 2B (size discrimination of round shape primitives)

for the four environment cases.

in simulated environments with limited maximum force
output or limited virtual surface stiftness did not signifi-
cantly affect performance in size-identification and size-
discrimination tasks (O’Malley & Goldfarb 2002;
2004). From these findings, designers of haptic devices
should aim to reach recommended minimum levels of
maximum force output and virtual surface stittness (3 N
and 470 N/m, respectively) to ensure acceptable perfor-
mance of size-discrimination tasks, but should note that
this performance will never reach the level that can be
attained in a comparable real environment.

In recent related experiments with a commercial hap-
tic interface, the PHANToM, an environment with
both limited stiffness and limited force produced the
same results in terms of object-discrimination perfor-
mance as an environment with only limited stittness, or
an environment with only limited force (Upperman,
Suzuki, & O’Malley, 2004). These results were ob-
tained only for the discrimination task on a commercial
haptic interface, not the device used for the work in this
paper. Additionally, the results were not compared to
performance of the discrimination task in a real environ-

ment. However, these findings suggest that limited
force output coupled with limited virtual surface stift-
ness should not have a compounding detrimental effect
on performance of size-discrimination tasks in simulated
environments.

3.3 Additional Statistical Results

In addition to the results presented in sections 3.1
and 3.2, performance in all environments was compared
to chance, to determine if the results were statistically
different. For the size-identification experiments, chance
would result in mean accuracy scores of 33%, since there
were three possible responses that could be given. For
the size-discrimination experiments, chance would result
in mean accuracy scores of 50%, since there were two
possible responses that could be given. Results of the
binomial analysis showed that results for all experiment-
type, shape-primitive, size-difference, and simulated-
environment combinations were significantly better than
chance.

Finally, two-way interactions were analyzed, using
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combined results from the size-identification and size-
discrimination experiments. For this analysis, experi-
ment type was treated as an additional factor, with two
levels (identification and discrimination). There was
only one significant interaction, which occurred be-
tween size and environment type [ (3, 345) = 2.41,

p = 0.0487]. In other words, particular sizes may be
easier to identify or discriminate with particular values
of maximum endpoint force or virtual surface stiffness.
This is reasonable based on the algorithm that is used to
generate the simulated-environment surfaces. The force
commanded to the haptic interface is proportional to
distance of penetration of the probe tip into the virtual
object and is also proportional to the velocity at which
the probe is moving in the environment. As a result, the
size of the virtual object constrains the maximum force
that can be felt, since larger objects allow deeper pene-
tration of the probe tip and therefore can give rise to
larger forces. Also, the virtual surface stiffness will con-
trol the proportionality between the amount of penetra-
tion of the object and the force that is commanded to
the motors. Because of these relationships, it is reason-
able to expect a higher level interaction between size

and environment type.

4 Conclusions

The experiments presented in this paper com-
pare human perceptual performance in a real environ-
ment to performance in a simulated environment for
two perception tasks, size identification and size dis-
crimination. Findings indicate that performance of
size-identification tasks with haptic interface hardware
with reasonable maximum force output can approach
performance in real environments, but falls short
when virtual surface stiffness is limited. For size-
discrimination tasks, performance in simulated envi-
ronments was consistently lower than performance in
a comparable real environment. Interestingly, signifi-
cant variations in the fidelity of the haptic simulation

do not appear to significantly alter the ability of a

subject to identify or discriminate between the types
of simulated objects described herein.

To ensure good performance of size-identification
tasks, designers of haptic interfaces should first aim to
create simulated environments with high virtual surface
stiffness, and should treat maximum force output of the
haptic device as a secondary design goal, since limited
force output had an insignificant effect on performance
when compared to performance in a real environment.
For size-discrimination tasks, designers of haptic devices
should aim to reach recommended minimum levels of
maximum force output and virtual surface stiffness (3 N
and 470 N /m, respectively) to insure acceptable perfor-
mance, but should note that this performance will never
reach the level that can be attained in a comparable real
environment.
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